CURVATURE FLOWS IN THE SPHERE
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Abstract. We consider contracting and expanding curvature flows in $S^{n+1}$. When the flow hypersurfaces are strictly convex we establish a relation between the contracting hypersurfaces and the expanding hypersurfaces which is given by the Gauß map. The contracting hypersurfaces shrink to a point $x_0$ while the expanding hypersurfaces converge to the equator of the hemisphere $H(-x_0)$. After rescaling, by the same scale factor, the rescaled hypersurfaces converge to the unit spheres with centers $x_0$ resp. $-x_0$ exponentially fast in $C^\infty(S^n)$.
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1. Introduction

We consider contracting and expanding curvature flows in $\mathbb{S}^{n+1}$. When the flow hypersurfaces are strictly convex we establish a relation between the contracting hypersurfaces and the expanding hypersurfaces which is given by the Gauß map. Consider monotone curvature functions $F$ being defined in the positive cone $\Gamma_+ \subset \mathbb{R}^n$ such that

\[(1.1) \quad F(1, \ldots, 1) = 1\]

and such that both $F$ and its inverse $\tilde{F}$ are concave. Let $M(t)$ resp. $\tilde{M}(t)$ be solutions of the flows

\[(1.2) \quad \dot{x} = -F \nu\]

resp.

\[(1.3) \quad \dot{x} = \tilde{F}^{-1} \nu,\]

where the initial hypersurfaces $M_0$ resp. $\tilde{M}_0$ are strictly convex and where $\tilde{M}_0$ is the polar set of $M_0$, then both flows exist on the maximal time interval $[0, T^*)$, the hypersurfaces $\tilde{M}(t)$ are the polar hypersurfaces of $M(t)$, and vice versa. The contracting hypersurfaces shrink to a point $x_0$ while the expanding hypersurfaces converge to the equator of the hemisphere $\mathcal{H}(-x_0)$. After rescaling, by the same scale factor, the rescaled hypersurfaces satisfy uniform estimates in the $C^\infty$ topology with uniformly positive principal curvatures. When the curvature function $F$ of the contracting flow is strictly concave, see Definition 3.1 on page 7 for a precise definition, or when $F = \frac{1}{n} H$, then the rescaled hypersurfaces of both flows converge to the unit spheres with centers $x_0$ resp. $-x_0$ exponentially fast in $C^\infty(\mathbb{S}^n)$.

The class of strictly concave curvature functions comprises the appropriate roots $\sigma_k$, $2 \leq k \leq n$, of the elementary symmetric polynomials, the functions of class $(K)$, and hence the inverses $\tilde{\sigma}_k$ of the $\sigma_k$, $1 \leq k \leq n$. Proofs of these results concerning strictly concave curvature functions are given in Section 3 on page 7. As a byproduct we also obtain a simple proof that the $\sigma_k$ are concave.

Here is a more detailed summary of our results.

1.1. Theorem. Let $F \in C^\infty(\Gamma_+)$ be a symmetric, monotone and homogeneous of degree 1 curvature function and assume that both $F$ and its inverse $\tilde{F}$ are concave. Normalize $F$ such that

\[(1.4) \quad F(1, \ldots, 1) = 1\]
and consider the curvature flows (1.2) resp. (1.3) with initial smooth and strictly convex hypersurfaces $M_0$ resp. $\tilde{M}_0$, where $\tilde{M}_0$ is the polar of $M_0$. Then both flows exist in the maximal time interval $[0, T^*)$ with finite $T^*$. The respective flow hypersurfaces are polar sets of each other. The contracting flow hypersurfaces shrink to a point $x_0$ while the expanding hypersurfaces converge to the equator of the hemisphere $\mathcal{H}(-x_0)$. The contracting flow is compactly contained in the open hemisphere $\mathcal{H}(x_0)$ for $t_\delta \leq t < T^*$ while the expanding flow is contained in $\mathcal{H}(-x_0)$ for all $0 \leq t < T^*$.

Introducing geodesic polar coordinate systems with centers in $x_0$ resp. $-x_0$ and writing the flow hypersurfaces as graphs of a function $u$ resp. $u^*$, then, for any $m \in \mathbb{N}$, we have

\begin{equation}
|u|_{m, \mathbb{S}^n} \leq c_m \Theta \quad \forall t \in [t_\delta, T^*)
\end{equation}

resp.

\begin{equation}
|\frac{\pi}{2} - u^*|_{m, \mathbb{S}^n} \leq c_m \Theta \quad \forall t \in [t_\delta, T^*)
\end{equation}

where $\Theta(t, T^*)$ is the solution of the flow (1.2) with spherical initial hypersurface and same existence interval.

The rescaled functions

\begin{equation}
\frac{u}{\Theta^{-1}}
\end{equation}

resp.

\begin{equation}
\left(\frac{\pi}{2} - u^*\right)\Theta^{-1}
\end{equation}

are uniformly bounded $C^\infty(\mathbb{S}^n)$ and the rescaled principal curvatures are uniformly positive.

When the curvature function $F$, governing the contracting flow, is strictly concave, or when $F = \frac{1}{n}H$, then the functions in (1.7) resp. (1.8) converge to the constant function 1 in $C^\infty(\mathbb{S}^n)$ exponentially fast.

Contracting curvature flows have first been considered by Huisken for the mean curvature in Euclidean and Riemannian spaces, cf. [14, 15]. We are adapting his method of proving an exponential decay for the difference of the principal curvatures to the present situation in order to derive our decay estimates for the rescaled hypersurfaces. Tso proved that contracting hypersurfaces by the Gauß curvature shrinks the hypersurfaces to a point [19], while Chow proved the contraction to a round point in case of the square root of the scalar curvature and the $n$-th root of the Gauß curvature, cf. [5, 6].
Andrews, [2, 3], considered contracting flows for a class of curvature functions in Euclidean and Riemannian spaces and proved convergence to a point, boundedness of the rescaled hypersurfaces in the $C^\infty$ topology and also convergence to a sphere (or spheres in the Riemannian case), though we do not understand his arguments for the convergence of the rescaled hypersurfaces and consider his proofs to be incorrect.

Expanding flows, or inverse curvature flows, have been considered in Euclidean and hyperbolic space [8, 11, 12, 18]. Recently, inverse curvature flows have been studied in $S^{n+1}$ by Makowski and Scheuer [17] who proved convergence to a hemisphere in $C^{1,\alpha}$.

1.2. Remark. Our results for the contracting flows are also valid in $\mathbb{R}^{n+1}$.

2. Definitions and notations

The main objective of this section is to state the equations of Gauß, Codazzi, and Weingarten for hypersurfaces $M$ in a $(n+1)$-dimensional Riemannian manifold $N$. Geometric quantities in $N$ will be denoted by $(\bar{g}_{\alpha\beta}), (\bar{R}_{\alpha\beta\gamma\delta})$, etc., and those in $M$ by $(g_{ij}), (R_{ijkl})$, etc. Greek indices range from 0 to $n$ and Latin from 1 to $n$; the summation convention is always used. Generic coordinate systems in $N$ resp. $M$ will be denoted by $(x^\alpha)$ resp. $(\xi^i)$. Covariant differentiation will simply be indicated by indices, only in case of possible ambiguity they will be preceded by a semicolon, i.e., for a function $u$ in $N$, $(u_\alpha)$ will be the gradient and $(u_{\alpha\beta})$ the Hessian, but e.g., the covariant derivative of the curvature tensor will be abbreviated by $\bar{R}_{\alpha\beta\gamma\delta;\epsilon}$. We also point out that

$$\bar{R}_{\alpha\beta\gamma\delta;i} = \bar{R}_{\alpha\beta\gamma\delta;\epsilon} x_i^\epsilon$$

with obvious generalizations to other quantities.

Let $M$ be a $C^2$-hypersurface with normal $\nu$.

In local coordinates, $(x^\alpha)$ and $(\xi^i)$, the geometric quantities of the hypersurface $M$ are connected through the following equations

$$x^\alpha_{ij} = -h_{ij} \nu^\alpha$$

the so-called Gauß formula. Here, and also in the sequel, a covariant derivative is always a full tensor, i.e.,

$$x^\alpha_{ij} = x^\alpha_{,ij} - \Gamma^k_{ij} x^\alpha_k + \bar{\Gamma}^\alpha_{\beta\gamma} x^\beta_i x^\gamma_j.$$

The comma indicates ordinary partial derivatives.
In this implicit definition the second fundamental form \( (h_{ij}) \) is taken with respect to \(-\nu\).

The second equation is the Weingarten equation
\[
\nu_i^\alpha = h_i^k x_k^\alpha,
\]
where we remember that \( \nu_i^\alpha \) is a full tensor.

Finally, we have the Codazzi equation
\[
h_{ij;k} - h_{ik;j} = \bar{R}_{\alpha\beta\gamma\delta} \nu^\alpha x_i^\beta x_j^\gamma x_k^\delta,
\]
and the Gauß equation
\[
R_{ijkl} = \{h_{ik} h_{jl} - h_{il} h_{jk}\} + \bar{R}_{\alpha\beta\gamma\delta} x_i^\alpha x_j^\beta x_k^\gamma x_l^\delta.
\]

When we consider hypersurfaces \( M \subset S^{n+1} \) to be embedded in \( \mathbb{R}^{n+2} \), we label the coordinates in \( \mathbb{R}^{n+2} \) as \((x^a)\), i.e., indices \(a, b, c, ...\) always run through \(n + 2\) values either from 1 to \(n + 2\) or from 0 to \(n + 1\).

At the end of this section let us state some evolution equations satisfied by solutions of the curvature flows
\[
\dot{x} = -\Phi \nu
\]
in a Riemannian space form \( N = N^{n+1} \) with curvature \( K_N \). Here \( \Phi = \Phi(F) \).

2.1. Lemma. The term \( \Phi \) evolves according to the equation
\[
\Phi' - \dot{\Phi} F^{ij} \Phi_{ij} = \dot{\Phi} F^{ij} h_{ik} h_j^k \Phi + K_N \dot{\Phi} F^{ij} g_{ij} \Phi,
\]
where
\[
\Phi' = \frac{d}{dt} \Phi
\]
and
\[
\dot{\Phi} = \frac{d}{dr} \Phi(r).
\]

For a proof see [10, Lemma 2.3.4].

Assume that the flow hypersurfaces are written as graphs in a geodesic polar coordinate system. Define \( \nu \) by
\[
\nu^{-1} = \langle \frac{\partial}{\partial x^0}, \nu \rangle
\]
and let $\eta = \eta(r)$ be a positive solution of the equation
\begin{equation}
\dot{\eta} = -\frac{\bar{H}}{n} \eta,
\end{equation}
where $\bar{H}$ is the mean curvature of the slices $\{x^0 = r\}$, then
\begin{equation}
\chi = v\eta(u)
\end{equation}
satisfies the equation
\begin{equation}
\dot{\chi} - \dot{\Phi}F^{ij}\chi_{ij} = -\dot{\Phi}F^{ij}h_{ik}h^k_j\chi - 2\chi^{-1}\dot{\Phi}F^{ij}\chi_i\chi_j + \{\dot{\Phi}F + \Phi\} \frac{\bar{H}}{n} v\chi,
\end{equation}
cf. \cite[Lemma 5.8]{9}

2.2. Lemma. Let $N$ be a space of constant curvature $K_N$, then the second fundamental form of the curvature flow \eqref{2.7} satisfies the parabolic equations
\begin{equation}
\begin{aligned}
\dot{h}^j_i - \dot{\Phi}F^{kl}h^j_{i;kl} &= \dot{\Phi}F^{kl}h_{rk}h^r_i h^j_i - \dot{\Phi}F h_{ri}h^r_j + \Phi h^k_i h^j_k \\
&+ \ddot{\Phi}F_{i}F^{j} + \dot{\Phi}F^{kl,rs}h_{kl;i}h_{rs;j} \\
&+ K_N \{\Phi \delta^j_i + \dot{\Phi}F \delta^j_i - \dot{\Phi}F^{kl}g_{kl}h^j_i\}.
\end{aligned}
\end{equation}
and
\begin{equation}
\begin{aligned}
\dot{h}_{ij} - \dot{\Phi}F^{kl}h_{ij;kl} &= \dot{\Phi}F^{kl}h_{rk}h^r_{i}h_{ij} - \dot{\Phi}F h_{ri}h^r_j - \Phi h^k_i h_{kj} \\
&+ \ddot{\Phi}F_{i}F_{j} + \dot{\Phi}F^{kl,rs}h_{kl;i}h_{rs;j} \\
&+ K_N \{\Phi g_{ij} + \dot{\Phi}F g_{ij} - \dot{\Phi}F^{kl}g_{kl}h_{ij}\}.
\end{aligned}
\end{equation}

For a proof see \cite[Lemma 2.4.3]{10}.

2.3. Lemma. Let $h_{ij}$ be invertible and set $(\tilde{h}^{ij}) = (h_{ij})^{-1}$, then the mixed tensor $\tilde{h}^i_j$ satisfies the evolution equation
\begin{equation}
\begin{aligned}
\dot{\tilde{h}}^i_j - \dot{\Phi}F^{kl}\tilde{h}^i_j;kl &= - \dot{\Phi}F^{kl}h_{kr}\tilde{h}^r_i h^j_i + \{\dot{\Phi}F - (\Phi - \tilde{f})\} \delta^j_i \\
&- K_N \{\dot{\Phi}F + \Phi\} \tilde{h}_{kj}\tilde{h}^k_i + K_N \dot{\Phi}F^{kl}g_{kl}\tilde{h}^i_j \\
&- \{\dot{\Phi}F^{pq,kl}h_{pq;r}h_{kl;s} + 2\dot{\Phi}F^{kl}\tilde{h}^{pq}h_{pk;s}h_{ql;s} + \dot{\Phi}F_{r}F_{s}\} \tilde{h}^{is}\tilde{h}^r_j.
\end{aligned}
\end{equation}
3. Curvature functions

3.1. Definition. Let \( F \in C^2(\Gamma) \) be a symmetric, homogeneous of degree 1, monotone and concave curvature function. We call \( F \) strictly concave, if the multiplicity of the eigenvalue \( \lambda = 0 \) for \( D^2 F(\kappa) \) is one for all \( \kappa \in \Gamma \).

We shall show that the \( k \)-th root of the elementary symmetric polynomials \( H_k, 2 \leq k \leq n \), are strictly concave. This will also offer a simple independent proof of the concavity of the \( k \)-th root of \( H_k \).

The \( H_k \) are defined in the connected component \( \Gamma_k \) of the cone

\[
\{ H_k > 0 \}
\]

containing \( \Gamma_+ \). The cones are monotonely ordered

\[
\Gamma_+ = \Gamma_n \subset \cdots \subset \Gamma_1,
\]

cf. [16, Section 2].

3.2. Theorem. The curvature functions

\[
\sigma_k = H_k^{\frac{1}{k}}, \quad 2 \leq k \leq n,
\]

are strictly concave.

Proof. The proof relies on the concavity of the functions

\[
Q_k = \frac{H_{k+1}}{H_k}, \quad 1 \leq k \leq n - 1.
\]

A proof of this fact can be found in [16, Theorem 2.5]. There, it also proved that the \( Q_k \) are strictly concave in \( \Gamma_+ \).

For the proof of the theorem we shall use induction with respect to \( k \). A proof that \( \sigma_2 \) is strictly concave is given in the lemma below.

Thus, let us assume that \( \sigma_k, 2 \leq k < n \), is already strictly concave. Define

\[
F = \sigma_{k+1},
\]

then

\[
F_{ij} = \left( \frac{1}{k+1} \right) \frac{1}{H_{k+1}} \frac{H_{k+1}^{-1}}{H_{k+1}^{k+1}} - 2 H_{k+1,i} H_{k+1,j}
\]

\[
+ \frac{1}{H_{k+1}} H_{k+1}^{k+1-1} H_{k+1,i,j}.
\]
Here, the indices denote partial derivatives. Then the concavity of $F$ is equivalent to the relation

\begin{equation}
H_{k+1,ij} \leq (1 - \frac{1}{k+1})H_{k+1,i}H_{k+1,j}.
\end{equation}

We shall prove this inequality by induction and also

\begin{equation}
H_{k+1,ij}\xi^i\xi^j < (1 - \frac{1}{k+1})H_{k+1,i}\xi^iH_{k+1,j}\xi^j \quad \forall \kappa \not\sim \xi \in \mathbb{R}^n,
\end{equation}

where $\xi \neq 0$ and where $\kappa \sim \xi$ means that

\begin{equation}
\xi = \lambda \kappa.
\end{equation}

Let $\varphi$ be defined by

\begin{equation}
\varphi = Q_k,
\end{equation}

then

\begin{equation}
H_{k+1,ij} = \varphi_{ij}H_k + \varphi_iH_{k,j} + \varphi_jH_{k,i} + \varphi H_{k,ij}.
\end{equation}

The argument $\kappa \in \Gamma$ is obviously an eigenvector of $D^2 F(\kappa)$ with eigenvalue 0. Hence, let $\kappa \not\sim \xi \in \mathbb{R}^n$ be arbitrary, $\xi \neq 0$, then we deduce

\begin{equation}
H_{k+1,ij}\xi^i\xi^j = \varphi_{ij}\xi^i\xi^jH_k + 2\varphi_i\xi^iH_{k,j}\xi^j + \varphi H_{k,ij}\xi^i\xi^j
\end{equation}

\begin{equation}
< 2\varphi_i\xi^iH_{k,j}\xi^j + \frac{H_{k+1}}{H_k}(1 - \frac{1}{k})H_{k-1}^2H_{k,ij}^2,
\end{equation}

where we used the concavity of $\varphi$ and the assumption (3.8) for the function $H_k$.

From the relation

\begin{equation}
H_{k+1,ij}\xi^i = \varphi_{ij}\xi^iH_k + \varphi H_{k,ij}\xi^i
\end{equation}

we obtain

\begin{equation}
\varphi_{ij}\xi^iH_{k,j}\xi^j = H_{k-1}^2H_{k+1,ij}\xi^iH_{k,j}\xi^j - \frac{H_{k+1}}{H_k^2}(H_{k,ij}\xi^i)^2
\end{equation}
yielding
\[
H_{k+1,i j} \xi^i \xi^j < 2H_k^{-1} H_{k+1,i} \xi^i H_{k,j} \xi^j - 2 \frac{H_{k+1}}{H_k^2} (H_k i \xi^i)^2
\]
\[
+ \frac{k - 1}{k} \frac{H_{k+1}}{H_k^2} (H_k i \xi^i)^2
\]
\[
\leq \frac{k}{k+1} H_k^{-1} (H_k+1,i \xi^i)^2 + \frac{k + 1}{k} \frac{H_{k+1}}{H_k^2} (H_k i \xi^i)^2
\]
\[
- 2 \frac{H_{k+1}}{H_k^2} (H_k,i \xi^i)^2 + \frac{k - 1}{k} \frac{H_{k+1}}{H_k^2} (H_k i \xi^i)^2
\]
\[
= (1 - \frac{1}{k+1}) H_k^{-1} (H_k+1,i \xi^i)^2.
\]

The lemma below will complete the proof of the theorem. □

3.3. **Lemma.** The function \( \sigma_2 \) is strictly concave.

**Proof.** We shall first prove that \( F = \sigma_2 \) is concave. We use the same technique as in the proof of the theorem above and shall verify that the inequality (3.7) is satisfied for \( F \). Define
\[
\varphi = \frac{H_2}{H}
\]
and let \( \xi \in \mathbb{R}^n \), then
\[
H_{2,i j} \xi^i \xi^j \leq 2H_k^{-1} H_{2,i} \xi^i H_{j} \xi^j - 2 \frac{H_2}{H^2} (H_i \xi^i)^2
\]
\[
\leq \frac{1}{2} H_k^{-1} (H_2,i \xi^i)^2 + 2 \frac{H_2}{H^2} (H_i \xi^i)^2 - 2 \frac{H_2}{H^2} (H_k \xi^i)^2
\]
\[
= \frac{1}{2} H_k^{-1} (H_2,i \xi^i)^2,
\]
hence \( F = \sigma_2 \) is concave.

To prove that \( F \) is strictly concave, assume there exists \( 0 \neq \xi \in \mathbb{R}^n \) such that
\[
F_{i j}(\kappa) \xi^j = 0 \quad \wedge \quad \kappa_i \xi^i = 0.
\]
For simplicity let us define
\[
F = \sqrt{H^2 - |A|^2},
\]
then
\[
F_i = F^{-1} (H - \kappa_i)
\]
and
\begin{equation}
(3.21) \quad F_{ij} = -F^{-3}(H - \kappa_i)(H - \kappa_j) + F^{-1}(1 - \delta_{ij}).
\end{equation}

Define \( \sigma \) by
\begin{equation}
(3.22) \quad \sigma = \sum_i \xi^i,
\end{equation}
then
\begin{equation}
(3.23) \quad (\sigma - \xi^i)F^2 = (H - \kappa_i)H\sigma.
\end{equation}

Summing over \( i \) yields
\begin{equation}
(3.24) \quad (n - 1)\sigma F^2 = (n - 1)H^2\sigma,
\end{equation}
and hence we deduce
\begin{equation}
(3.25) \quad \sigma = 0
\end{equation}
for otherwise we get a contradiction. But when \( \sigma = 0 \), we infer from (3.23)
\begin{equation}
(3.26) \quad \xi^i F^2 = 0,
\end{equation}
a contradiction. \( \square \)

Now, we want to prove that the inverses \( \tilde{\sigma}_k \) of \( \sigma_k \), \( 1 \leq k \leq n \), are also strictly concave. This will follow from the fact that they are of class \((K)\).

3.4. Definition. A symmetric curvature function \( F \in C^{2,\alpha}(\Gamma_+) \cap C^0(\tilde{\Gamma}_+) \), positively homogeneous of degree \( d_0 > 0 \), is said to be of class \((K)\), if
\begin{equation}
(3.27) \quad F_i = \frac{\partial F}{\partial \kappa^i} > 0 \quad \text{in} \ \Gamma_+,
\end{equation}
which is also referred to as \( F \) to be \textit{strictly monotone},
\begin{equation}
(3.28) \quad F_{|\partial\Gamma_+} = 0,
\end{equation}
and
\begin{equation}
(3.29) \quad F^{ij,kl} \eta_{ij} \eta_{kl} \leq F^{-1}(F^{ij} \eta_{ij})^2 - F^{ik} \tilde{h}^{jl} \eta_{ij} \eta_{kl} \quad \forall \eta \in \mathcal{S},
\end{equation}
or, equivalently, if we set \( \hat{F} = \log F \),
\begin{equation}
(3.30) \quad \hat{F}^{ij,kl} \eta_{ij} \eta_{kl} \leq -\hat{F}^{ik} \tilde{h}^{jl} \eta_{ij} \eta_{kl} \quad \forall \eta \in \mathcal{S},
\end{equation}
where \( F \) is evaluated at \( (h_{ij}) \) and \( (\tilde{h}^{ij}) \) is the inverse of \( (h_{ij}) \).

Note that we only consider curvature functions which are homogeneous of degree 1.
3.5. Remark. The inverses $\tilde{\sigma}_k$ of $\sigma_k$, $1 \leq k \leq n$, are of class $(K)$, cf. [10, Chapter 2.2], especially Lemma 2.2.11.

3.6. Lemma. Let $F \in (K)$ be homogenous of degree 1, then $F$ is strictly concave.

Proof. The Hessian of $F$ satisfies the inequality

$$\frac{\partial^2 F}{\partial \kappa^i \partial \kappa^j} \leq F^{-1}F_iF_j - F_i\kappa^{-1}_j \delta_{ij},$$

cf. [10, inequality (2.2.9)]. The right-hand side is strictly negative definite unless evaluated for a multiple of $\kappa$. Indeed, let $\kappa \not\sim \xi \in \mathbb{R}^n$, $\xi \neq 0$, then, using Schwarz’s inequality, we deduce

$$F_i\xi^i = \sum F_i^{1/2} \kappa_i^{1/2} F_i^{1/2} \kappa_i^{-1/2} \xi^i$$

$$\leq \left( \sum F_i\kappa_i \right)^{1/2} \left( \sum F_i\kappa_i^{-1} |\xi^i|^2 \right)^{1/2} = F_i^{1/2} \left( \sum F_i\kappa_i^{-1} |\xi^i|^2 \right)^{1/2},$$

where the inequality is a strict inequality unless

$$\kappa_i^{-1/2} \xi^i = \lambda \kappa_i^{1/2} \quad \forall i,$$

or equivalently,

$$\xi^i = \lambda \kappa_i \quad \forall i.$$

□

4. Polar sets and dual flows

Let $M \subset S^{n+1}$ be a connected, closed, immersed, strictly convex hypersurface given by an immersion

$$x : M_0 \to M \subset S^{n+1},$$

then $M$ is embedded, homeomorphic to $S^n$, contained in an open hemisphere and is the boundary of a convex body $\hat{M} \subset S^{n+1}$, cf. [7].

Considering $M$ as a codimension 2 submanifold of $\mathbb{R}^{n+2}$ such that

$$x_{ij} = -g_{ij}x - h_{ij}\tilde{x},$$

where $\tilde{x} \in T_x(\mathbb{R}^{n+2})$ represents the exterior normal vector $\nu \in T_x(S^{n+1})$, we proved in [10, Theorem 9.2.5] that the mapping

$$\tilde{x} : M_0 \to S^{n+1}$$
is an embedding of a strictly convex, closed, connected hypersurface $\tilde{M}$. We called this mapping the \textit{Gauß map} of $M$. More precisely, we proved

\textbf{4.1. Theorem.} Let $x : M_0 \to M \subset S^{n+1}$ be a closed, connected, strictly convex hypersurface of class $C^m$, $m \geq 3$, then the Gauß map $\tilde{x}$ in (4.3) is the embedding of a closed, connected, strictly convex hypersurface $\tilde{M} \subset S^{n+1}$ of class $C^{m-1}$.

Viewing $\tilde{M}$ as a codimension 2 submanifold in $\mathbb{R}^{n+2}$, its Gaussian formula is

\begin{equation}
\tilde{x}_{ij} = -\tilde{g}_{ij} \tilde{x} - \tilde{h}_{ij} x,
\end{equation}

where $\tilde{g}_{ij}, \tilde{h}_{ij}$ are the metric and second fundamental form of the hypersurface $\tilde{M} \subset S^{n+1}$, and $x = x(\xi)$ is the embedding of $M$ which also represents the exterior normal vector of $\tilde{M}$. The second fundamental form $\tilde{h}_{ij}$ is defined with respect to the interior normal vector.

The second fundamental forms of $M, \tilde{M}$ and the corresponding principal curvatures $\kappa_i, \tilde{\kappa}_i$ satisfy

\begin{equation}
h_{ij} = \tilde{h}_{ij} = \langle \tilde{x}_i, x_j \rangle
\end{equation}

and

\begin{equation}
\tilde{\kappa}_i = \kappa_i^{-1}.
\end{equation}

If $M$ is supposed to satisfy a curvature equation of the form

\begin{equation}
F|_M = f(\nu),
\end{equation}

where $F$ is a curvature function defined in $\Gamma_+$, $F = F(\kappa_i)$, $F$ symmetric, monotone, homogenous of degree 1 and smooth (for simplicity), $F \in C^\infty(\Gamma_+)$, then the polar set $\tilde{M}$ of $M$ satisfies the equation

\begin{equation}
\tilde{F}|_{\tilde{\kappa}} = \frac{1}{f(x)},
\end{equation}

where $\tilde{F}$ is the inverse of $F$,

\begin{equation}
\tilde{F}(\kappa_i) = \frac{1}{F(\kappa_i^{-1})}.
\end{equation}

One may consider the equation (4.7) and (4.8) to describe dual problems. This duality is also valid in case of curvature flows.

Let $x = x(t, \xi)$ be a solution of the curvature flow

\begin{equation}
\dot{x} = -\Phi \nu,
\end{equation}
where $\Phi = \Phi(r)$ is a smooth real, strictly monotone function defined on $\mathbb{R}_+$ and where the $F$ on the right-hand side of (4.10) is an abbreviation for

$$
\Phi = \Phi(F).
$$

Assume that the flow in (4.10) with initial strictly convex hypersurface $M_0$ exists on a maximal time interval $[0, T^\ast)$ and that the flow hypersurfaces $M(t)$ are strictly convex. Let us consider the flow as flow in $\mathbb{R}^{n+2}$, then (4.10) takes the form

$$
\dot{x} = -\Phi \tilde{x},
$$

since

$$
\langle \dot{x}, x \rangle = 0,
$$

$\tilde{x}$ represents $\nu$ in $T_x(\mathbb{R}^{n+2})$ and

$$
T_x(\mathbb{R}^{n+2}) = T_x(S^{n+1}) \oplus \langle x \rangle.
$$

We also note that $x$ is the normal to $\tilde{M}$ and that the Weingarten equation has the form

$$
x_j = \tilde{h}_j^k \tilde{x}_k,
$$

cf. [10, Lemma 9.2.4]. Furthermore, we have, cf. [10, equ. (9.2.36)],

$$
\langle x, \tilde{x} \rangle = 0,
$$

and we infer

$$
\langle x, \dot{x} \rangle = \Phi,
$$

$$
\langle x_j, \tilde{x} \rangle = 0,
$$

$$
0 = \langle \dot{x}_j, \tilde{x} \rangle + \langle x_j, \dot{\tilde{x}} \rangle,
$$

as well as

$$
\dot{x}_j = -\Phi_j \tilde{x} - \Phi \tilde{x}_j
$$

in view of (4.10). Thus, we deduce

$$
\langle \dot{x}, x_j \rangle = -\langle \dot{x}_j, x \rangle = \Phi_j.
$$

Taking (4.17), (4.21) and

$$
\langle \dot{x}, \tilde{x} \rangle = 0
$$
into account we finally conclude

\begin{equation}
\dot{x} = \Phi x + \Phi^m m x_m \\
= \Phi x + \Phi^m h^k_m \tilde{x}_k,
\end{equation}

where

\begin{equation}
\Phi^m = g^m j \Phi_j.
\end{equation}

The corresponding flow equation in $S^{n+1}$ has the form

\begin{equation}
\dot{x} = \Phi \nu + \Phi^m h^k_m \tilde{x}_k.
\end{equation}

Let $t_0 \in [0, T^*)$ and introduce polar coordinates with center in the convex body defined by $\tilde{M}(t_0)$, then, for $t_0 \leq t < t_0 + \epsilon$, $\tilde{M}(t)$ can be written as graph over $S^n$

\begin{equation}
\tilde{M}(t) = \text{graph} \tilde{u}_{|S^n},
\end{equation}

and we obtain the scalar curvature flow equation

\begin{equation}
\dot{\tilde{u}} = \frac{d\tilde{u}}{dt} = \Phi \nu - 1 + \Phi^m h^k_m \tilde{u}_k
\end{equation}

by looking at the 0-th component of (4.25), where

\begin{equation}
\tilde{\nu}^2 = 1 + \frac{1}{\sin^2 \tilde{u}} \sigma^{ij} \tilde{u}_i \tilde{u}_j
\end{equation}

\begin{equation}
\equiv 1 + |D \tilde{u}|^2
\end{equation}

and

\begin{equation}
\nu = \tilde{\nu}^{-1}(1, -\tilde{u}_i)
\end{equation}

such that

\begin{equation}
|D \tilde{u}|^2 = \tilde{u}_i \tilde{u}_i.
\end{equation}

The partial derivative of $\tilde{u}$ with respect to $t$ then satisfies

\begin{equation}
\frac{\partial \tilde{u}}{\partial t} = \dot{\tilde{u}} - \tilde{u}_i \tilde{x}^i
\end{equation}

\begin{equation}
= \Phi \nu - 1 + \Phi^m h^k_m \tilde{u}_k
\end{equation}

\begin{equation}
= \Phi \tilde{\nu} - 1 + |D \tilde{u}|^2
\end{equation}

\begin{equation}
= \Phi \tilde{\nu}.
\end{equation}

This is exactly the scalar curvature equation, by considering the partial derivative of $\tilde{u}$ with respect to $t$, of the flow equation

\begin{equation}
\dot{\tilde{x}} = \Phi \nu,
\end{equation}

\begin{equation}
\dot{x} = \Phi \nu,
\end{equation}

\begin{equation}
\dot{\nu} = \tilde{\nu}^{-1}(1, -\tilde{u}_i)
\end{equation}

\begin{equation}
|D \tilde{u}|^2 = \tilde{u}_i \tilde{u}_i.
\end{equation}
where
\[(4.33) \quad \Phi = \Phi(F) = \Phi(\tilde{F}^{-1}),\]
\(\tilde{F}\) is the inverse of \(F\), i.e., when the \(M(t)\) satisfy the inverse curvature flow equation
\[(4.34) \quad \dot{x} = \frac{1}{F} \nu\]
then the polar sets \(\tilde{M}(t)\) satisfy the direct flow equation
\[(4.35) \quad \dot{x} = -\tilde{F} \tilde{\nu}\]
and vice versa.

4.2. Theorem. Let \(\Phi \in C^\infty(\mathbb{R}_+)\) be strictly monotone, \(\dot{\Phi} > 0\), and let \(F \in C^\infty(\Gamma_+)\) be a symmetric, monotone, homogeneous of degree 1 curvature function such that
\[(4.36) \quad F|_{\Gamma_+} > 0\]
and such that the flows
\[(4.37) \quad \dot{x} = -\Phi(F) \nu\]
resp.
\[(4.38) \quad \dot{x} = \Phi(\tilde{F}^{-1}) \tilde{\nu}\]
with initial strictly convex hypersurfaces \(M_0\) resp. \(\tilde{M}_0\) exist on maximal time intervals \([0,T^\ast)\) resp. \([0,\tilde{T}^\ast)\), where the flow hypersurfaces are strictly convex. Let \(M(t)\) resp. \(\tilde{M}(t)\) be the corresponding flow hypersurfaces then \(T^\ast = \tilde{T}^\ast\) and \(\hat{M}(t) = \tilde{M}(t)\).

Proof. In view of the symmetry involved it suffices to prove
\[(4.39) \quad T^\ast \leq \tilde{T}^\ast \quad \land \quad \hat{M}(t) = \tilde{M}(t) \quad \forall t \in [0,T^\ast).\]
Let \(\Lambda\) be defined by
\[(4.40) \quad \Lambda = \{ T \in [0,T^\ast): \tilde{M}(t) \text{ solves } (4.38) \; \forall t \in [0,T] \}\]  
\(\Lambda\) is evidently not empty, since a small one-sided neighbourhood of 0 belongs to \(\Lambda\) in view of the uniqueness of the solution of the scalar curvature flow
\[(4.41) \quad \frac{\partial \tilde{u}}{\partial t} = \tilde{\nu} \Phi\]
with given initial value and the arguments leading to (4.31).
By the same reasoning $\Lambda$ is obviously open, while the closedness of $\Lambda$ is trivial.

We shall employ this duality by choosing

\begin{equation}
\Phi(r) = -r^{-1},
\end{equation}

i.e., we shall study and solve inverse curvature flows and direct curvature flows simultaneously using their specific properties to our advantage.

5. First estimates

From now on we assume that both $F, \tilde{F}$ are concave and that

\begin{equation}
F(1, \ldots, 1) = \tilde{F}(1, \ldots, 1) = 1.
\end{equation}

\(\Phi\) is defined by

\begin{equation}
\Phi(r) = -r^{-1}
\end{equation}

and we consider the curvature flows

\begin{equation}
\dot{x} = -\Phi \nu
\end{equation}

and the dual flow

\begin{equation}
\dot{x} = -\tilde{F} \nu
\end{equation}

with initial hypersurfaces $M_0$ resp. $\tilde{M}_0$. Both flows exist on a maximal time interval $[0, T^*)$. Let us start with some important estimates.

5.1. Lemma. Let $M(t)$ be a solution of the flow (5.3), then the principal curvatures are uniformly bounded during the evolution

\begin{equation}
\kappa_i \leq \text{const}.
\end{equation}

Proof. Label the $\kappa_i$ such that

\begin{equation}
\kappa_1 \leq \cdots \leq \kappa_n.
\end{equation}

Then we can pretend that

\begin{equation}
\kappa_n = h_n^n
\end{equation}

is smooth and that we apply the parabolic maximum principle to $h_n^n$ in equation (2.15) on page 6, for details see the proof of [10, Lemma 3.3.3].

Thus, fix $0 < T < T^*$ and let $(t_0, \xi_0), \ 0 < t_0 \leq T$, be a point such that

\begin{equation}
h_n^n(t_0, \xi_0) = \sup_{t \in [0, T]} \sup_{M(t)} h_n^n.
\end{equation}
Then we deduce from (2.15)
\begin{equation}
0 \leq \dot{\Phi}^F h_{ki} h^i_n h^n_n - \dot{\Phi} F |h_n^n|^2 - F^{-1} |h_n^n|^2 - K_N \dot{\Phi} F^{ij} g_{ij} h_n^n
\end{equation}
\begin{equation}
\leq - F^{-1} |h_n^n|^2 - K_N \dot{\Phi} F^{ij} g_{ij} h_n^n,
\end{equation}
a contradiction, i.e., the maximum is attained at \( t = 0 \).

5.2. **Lemma.** Let \( \tilde{M}(t) \) be a solution of the flow (5.4), then there exists \( 0 < \epsilon_0 < \frac{1}{n} \) such that
\begin{equation}
\epsilon_0 \kappa_n \leq \epsilon_0 \tilde{H} \leq \kappa_1
\end{equation}
during the evolution, where the principal curvature are labelled
\begin{equation}
\kappa_1 \leq \ldots \leq \kappa_n
\end{equation}
and where
\begin{equation}
\tilde{H} = \sum_i \kappa_i.
\end{equation}

**Proof.** We apply a maximum principle for tensors which was originally proved by Hamilton [13, Theorem 9.1] and later generalized by Andrews [4, Theorem 3.2]. Looking at the equation (2.16) on page 6 we deduce that the tensor
\begin{equation}
T_{ij} = \tilde{h}_{ij} - \epsilon_0 \tilde{H} \tilde{g}_{ij}
\end{equation}
satisfies the equation
\begin{equation}
\dot{T}_{ij} - F^{kl} T_{ij;kl} = \tilde{F}^{kl} \tilde{h}_{kr} \tilde{h}^r_i \tilde{T}_{ij} - 2 \tilde{F} \tilde{h}_{i} \tilde{h}_{kj} + 2 \epsilon_0 \tilde{F} \tilde{H} \tilde{h}_{ij}
\end{equation}
\begin{equation}
+ 2 K_N \tilde{F} (1 - \epsilon_0 n) \tilde{g}_{ij} - K_N \tilde{F}^{kl} \tilde{g}_{kl} T_{ij}
\end{equation}
\begin{equation}
+ \tilde{F}^{kl,rs} \tilde{h}_{kl;i} \tilde{h}_{rs;j} - \epsilon_0 \tilde{F}^{kl,rs} \tilde{h}_{kl;i} \tilde{h}_{rs;j} \tilde{g}_{ij}
\end{equation}
\begin{equation}
\equiv N_{ij} + \tilde{N}_{ij},
\end{equation}
where
\begin{equation}
\tilde{N}_{ij} = \tilde{F}^{kl,rs} \tilde{h}_{kl;i} \tilde{h}_{rs;j} - \epsilon_0 \tilde{F}^{kl,rs} \tilde{h}_{kl;i} \tilde{h}_{rs;j} \tilde{g}_{pq} \tilde{g}_{ij}.
\end{equation}

Hamilton’s maximum principle then has the form: if the tensor \( T_{ij} \) is strictly positive definite at time \( t = 0 \) and if the right-hand side satisfies the so-called null eigenvector condition, i.e., \( T_{ij} \geq 0 \) and \( T_{ij} \eta^j = 0 \) implies
\begin{equation}
N_{ij} \eta^i \eta^j + \tilde{N}_{ij} \eta^i \eta^j \geq 0,
\end{equation}
then \( T_{ij} > 0 \) during the evolution.
However, the term $\tilde{N}_{ij}$ does not satisfy a null eigenvector condition in general. Andrews therefore proved in [4, Theorem 3.2] that the conclusion is still valid if $\tilde{N}_{ij}$ satisfies the weaker condition

$$\tilde{N}_{ij}\eta^i\eta^j + \sup_{\Gamma=(\Gamma^r_k)} 2\tilde{F}^{kl}(2\Gamma^r_i T_{ir,k}\eta^i - \Gamma^r_i \Gamma^s_l T_{rs}) \geq 0.$$  

Moreover, he proved that the weaker condition is satisfied by the present tensor $\tilde{N}_{ij}$, cf. [4, Theorem 4.1], provided $\tilde{F}$ and $F$ are both concave, cf. [4, Corollary 2.4]. Hence, the maximum principle can be applied provided $N_{ij}$ satisfies the null eigenvector condition, which can be easily verified by choosing coordinates such that

$$\tilde{g}_{ij} = \delta_{ij} \quad \text{and} \quad \eta^i = \delta^i_1,$$

and using the fact that $K_N \geq 0$. Of course $\epsilon_0$ has to be sufficiently small such that $T_{ij} > 0$ at time $t = 0$. \hfill \Box

6. Contracting flows: Convergence to a point

From now on we are mainly considering contracting flows. To facilitate notation we drop any tildes, i.e., the curvature function involved is denoted by $F$ and the flow equation is

$$\dot{x} = -F\nu.$$  

In view of the results in the previous section there exist uniform positive constants $c_1$ and $c_2$ such that the principal curvatures

$$\kappa_1 \leq \cdots \leq \kappa_n$$

satisfy the estimates

$$c_1 \leq \kappa_1$$

and

$$\kappa_n \leq c_2 \kappa_1.$$  

When the initial hypersurface is a geodesic sphere the flow hypersurfaces are all spheres with the same center and their radii $\Theta = \Theta(t)$ satisfy the equation

$$\dot{\Theta} = -\frac{\cos \Theta}{\sin \Theta}.$$  

The spherical flows exist only for a finite time, hence the flow (6.1) exists only for a finite time and there exists a spherical flow $\Theta = \Theta(t, T^*)$ which
shrinks to a point when \( t \) approaches \( T^* \), where \( T^* \) is the maximal existence time for the flow (6.1). These claims can be immediately deduced by looking at initial spheres \( M_1 \) resp. \( M_2 \) such that the initial convex body \( \hat{M}_0 \), where \( M_0 \) is the initial hypersurface of the general flow, satisfies

\[
B_1 \subseteq \hat{M}_0 \subseteq B_2,
\]

where

\[
\partial B_i = M_i, \quad i = 1, 2.
\]

Since the corresponding flow hypersurfaces can never touch, in view of the maximum principle, we conclude that the general flow only exists for a finite time and that

\[
T_1 < T^* < T_2,
\]

where \( T_i \) and \( T^* \) are the lengths of the corresponding maximal time intervals; for the lower estimate we also used an argument in the proof of Theorem 6.6.

By the same argument we also obtain:

**6.1. Lemma.** Let \( M(t) \) be a solution of (6.1) on a maximal time interval \([0, T^*)\) and represent \( M(t) \), for a fixed \( t \in [0, T^*) \), as a graph in polar coordinates with center in \( x_0 \in \hat{M}(t) \),

\[
M(t) = \text{graph } u(t, \cdot),
\]

then

\[
\inf_{M(t)} u \leq \Theta(t, T^*) \leq \sup_{M(t)} u.
\]

**Proof.** The sphere with center \( x_0 \) and radius \( \Theta(t, T^*) \) has to intersect \( M(t) \) because of (6.8). Note that, when the relation (6.6) is valid at time \( t = t_0 \), then it is also valid for any \( t \geq t_0 \) provided the flows exist that long. □

The solution \( \Theta = \Theta(t, T^*) \) of (6.5) is given by

\[
\Theta = \arccos e^{(t - T^*)},
\]

since

\[
(\log \cos \Theta)' = 1.
\]
Let \( \rho_-(t) \) resp. \( \rho_+(t) \) be the inradius resp. circumradius of \( \hat{M}(t) \). Choosing their respective centers as origins of geodesic polar coordinates we deduce from (6.10)

\[
\rho_-(t) \leq \Theta(t, T^*) \leq \rho_+(t),
\]
i.e.,

\[
\lim_{t \to T^*} \rho_-(t) = 0.
\]

We want to prove that the corresponding limit of \( \rho_+(t) \) also vanishes. Then, the flow would shrink to a point.

Let \( x_0 \in \hat{M}(t) \) be arbitrary and consider the corresponding conformally flat coordinate system

\[
d\bar{s}^2 = \frac{1}{(1 + \frac{1}{4}r^2)^2} \{ dr^2 + r^2 \sigma_{ij} d\xi^i d\xi^j \}.
\]

Write \( M(t) \) as graph of \( u(t) \) in Euclidean polar coordinates and let \( \kappa_i \) resp. \( \tilde{\kappa}_i \) be the principal curvatures of \( M(t) \) when considered as a hypersurface in \( \mathbb{S}^{n+1} \) resp. \( \mathbb{R}^{n+1} \), then we can prove:

6.2. Lemma. The principal curvatures \( \tilde{\kappa}_i \) of \( M(t) \) are pinched, i.e., there exists a uniform constant \( c \) such that

\[
\tilde{\kappa}_n \leq c \tilde{\kappa}_1,
\]

where the \( \tilde{\kappa}_i \) are labelled

\[
\tilde{\kappa}_1 \leq \cdots \leq \tilde{\kappa}_n.
\]

Proof. The \( \kappa_i \) and \( \tilde{\kappa}_i \) are related through the formula

\[
\frac{1}{1 + \frac{1}{4}r^2} \kappa_i = \tilde{\kappa}_i - \frac{1}{2} \frac{u}{1 + \frac{1}{4}u^2} v^{-1},
\]

where

\[
v^2 = 1 + u^{-2} \sigma^{ij} u_i u_j = 1 + |Du|^2,
\]

cia [10, equ. (1.1.51)]. Hence, we deduce

\[
\tilde{\kappa}_1 \geq \frac{1}{1 + \frac{1}{4}c_0^2} \kappa_1 \geq \frac{1}{1 + \frac{1}{4}c_0^2} c_1 = c'_1,
\]

since in view of Lemma 6.3 below

\[
u \leq c_0,
\]
where $c_0 = c_0(M_0)$ is a uniform constant, and we conclude further

\begin{equation}
\tilde{\kappa}_n \leq \kappa_n + \frac{1}{2} c_0
\end{equation}

yielding

\begin{equation}
\frac{\tilde{\kappa}_n}{\tilde{\kappa}_1} \leq \left(1 + \frac{1}{4} c_0^2\right) \frac{\kappa_n}{\kappa_1} + \frac{c_0}{2c_1'} \leq \left(1 + \frac{1}{4} c_0^2\right) c_2 + \frac{c_0}{2c_1'}
\end{equation}

because of (6.4).

\section{6.3. Lemma.} Let $x_0 \in \hat{M}(t)$ be as above and let $M(t) = \text{graph } u$ be a representation of $M(t)$ in Euclidean polar coordinates, then there exists a constant $c_0 = c_0(M_0)$ such that the estimate (6.21) is valid for any $t \in [0, T^*)$. Moreover, for any $T \in [0, T^*)$ and $x_0 \in \hat{M}(T) \subset \mathbb{S}^{n+1}$, the flow hypersurfaces $M(t), 0 \leq t \leq T$, can be represented as graphs in the geodesic polar coordinate system of $\mathbb{S}^{n+1}$ with center in $x_0$.

\textit{Proof}. The convex bodies $\hat{M}(t) \subset \mathbb{S}^{n+1}$ are decreasing with respect to $t$, especially, we have

\begin{equation}
\hat{M}(t) \subset \hat{M}_0 \quad \forall t \in [0, T^*),
\end{equation}

cf. Remark 6.5 below. Since $\hat{M}_0$ is strictly convex its diameter is less than $\pi$

\begin{equation}
\text{diam } M_0 < \pi - \gamma, \quad \gamma > 0.
\end{equation}

Hence, any geodesic starting in $x_0$ which is contained in $\overline{\hat{M}(t)}$ has length less than $\pi - \gamma$, which in turn implies that the estimate (6.21) should be valid with $c_0 = c_0(\gamma)$.

The second claim of the lemma is an immediate consequence of (6.24) and (6.25). \hfill \Box

Now, choose $x_0 \in \hat{M}(t)$ to be the center of the inball of $\hat{M}(t) \subset \mathbb{S}^{n+1}$ with corresponding inradius $\rho_-(t)$ and circumradius $\rho_+(t)$, and let $\tilde{\rho}_-(t)$ resp. $\tilde{\rho}_+(t)$ be the inradius resp. circumradius of $\hat{M}(t) \subset \mathbb{R}^{n+1}$. Note that the center of the Euclidean inball is the center of the polar coordinates.

The pinching estimate (6.16) then implies, cf. [2, Theorem 5.1 and Lemma 5.4],

\begin{equation}
\tilde{\rho}_+(t) \leq c\tilde{\rho}_-(t)
\end{equation}
with a uniform constant $c$, hence $\hat{M}(t) \subset \mathbb{R}^{n+1}$ is contained in the Euclidean ball $B_{\tilde{\rho}}(0)$

\begin{equation}
\hat{M}(t) \subset B_{\tilde{\rho}}(0), \quad \tilde{\rho} = 2c\tilde{\rho}_-(t).
\end{equation}

Define $\tilde{\Theta}$ by

\begin{equation}
\tilde{\Theta} = 2 \tan \frac{\Theta}{2},
\end{equation}

then we deduce from (6.10)

\begin{equation}
\inf_{\hat{M}(t)} u \leq \tilde{\Theta} \leq \sup_{\hat{M}(t)} u,
\end{equation}

where $M(t) = \text{graph } u$ is now a representation of $M(t)$ in Euclidean polar coordinates, concluding further

\begin{equation}
\tilde{\rho}(t) = 2c\tilde{\rho}_-(t) \leq 2c\tilde{\Theta}.
\end{equation}

Choose $\delta > 0$ so small such that

\begin{equation}
2c\tilde{\Theta}(t, T^*) \leq 1 \quad \forall |T^* - t| \leq \delta,
\end{equation}

then

\begin{equation}
\tilde{\rho}(t) \leq 1,
\end{equation}

hence, in $\mathbb{S}^{n+1}$, we have

\begin{equation}
\hat{M}(t) \subset B_{\rho(t)}(x_0),
\end{equation}

where $B_{\rho(t)}(x_0)$ is the geodesic ball with center $x_0$ and radius

\begin{equation}
\rho(t) = \int_0^{\tilde{\rho}(t)} \frac{1}{1 + \frac{1}{4}r^2} = 2 \arctan \frac{\tilde{\rho}(t)}{2},
\end{equation}

i.e.,

\begin{equation}
\rho \leq \tilde{\rho} \quad \land \quad \rho \geq \frac{\tilde{\rho}}{2}.
\end{equation}

Thus, we have proved:

\begin{thm}
Let $B_{\rho_-(t)}(x_0) \subset \hat{M}(t)$ be an inball, then

\begin{equation}
\hat{M}(t) \subset B_{4c\rho_-(t)}(x_0) \quad \forall t \in [T^* - \delta, T^*),
\end{equation}

where $c$ is the constant in (6.26), or equivalently,

\begin{equation}
\rho_+(t) \leq 4c\rho_-(t).
\end{equation}
\end{thm}
Hence, the flow (6.1) converges to a point.

6.5. **Remark.** The convex bodies \( \hat{M}(t) \) converge monotonely, i.e.,

\[
t_1 < t_2 \implies \hat{M}(t_2) \subset \hat{M}(t_1),
\]

yielding

\[
p \in \hat{M}(t) \quad \forall t \in [0, T^*). \tag{6.39}
\]

**Proof.** It suffices to consider \( t_2 - t_1 \) to be small such that \( M(t), t \in [t_1, t_2] \),
can be written as graphs in polar coordinates with center in \( \hat{M}(t_2) \). Then
\( u = u(t, \cdot) \) satisfies the scalar flow equation

\[
\dot{u} = -Fv < 0. \tag{6.40}
\]

\( \square \)

Let us finish this section by proving that the flow hypersurfaces are smooth
and uniformly convex during the evolution.

6.6. **Theorem.** During the evolution the flow hypersurfaces \( M(t) \) are
smooth and uniformly convex satisfying a priori estimates in any compact
subinterval

\[
[0, T] \subset [0, T^*), \tag{6.41}
\]

where the a priori estimates only depend on \( M_0, F \) and \( T \).

**Proof.** It suffices to prove the a priori estimates. Let \( 0 < T < T^* \), then the
inradius \( \rho_-(t_0) \) satisfies

\[
0 < c\Theta(T, T^*) \leq \rho_-(T) \tag{6.42}
\]

with a uniform constant independent of \( T \). Indeed, from (6.26) and (6.29)
we infer

\[
\tilde{\Theta}(T, T^*) \leq c\tilde{\rho}_-(T), \tag{6.43}
\]

where

\[
\theta(T, T^*) = \int_0^{\tilde{\Theta}(T, T^*)} \frac{1}{1 + \frac{1}{4}r^2} \tag{6.44}
\]

and

\[
\rho_-(T) = \int_0^{\tilde{\rho}_-(T)} \frac{1}{1 + \frac{1}{4}r^2}. \tag{6.45}
\]
On the other hand, \( \tilde{\rho}_-(T) \) as well as \( \tilde{\Theta}(T, T^*) \) are uniformly bounded by the constant \( c_0 \), in view of (6.21) and (6.29). The estimate (6.42) is therefore an immediate consequence of (6.43). Let \( x_0 \in \tilde{M}(T) \) be the center of an inball and introduce geodesic polar coordinates with center \( x_0 \). Then, the coordinate system covers the flow (5.1) as long as \( 0 \leq t \leq T \), in view of Lemma 6.3. Writing the flow hypersurfaces as graphs of a function \( u(t, \cdot) \) we have

\begin{equation}
0 < \delta \leq u \leq \pi - \gamma
\end{equation}

and hence, due to the convexity of \( M(t) \),

\begin{equation}
v^2 = 1 + \sin^{-2} u \sigma^{ij} u_i u_j
\end{equation}

is uniformly bounded. Furthermore, we have already proved that the principal curvatures are uniformly bounded from below

\begin{equation}
0 < c_1 \leq \kappa_i.
\end{equation}

Since \( F \) is concave it suffices to prove that the \( \kappa_i \) are also uniformly bounded from above

\begin{equation}
\kappa_i \leq c_2(T) \quad \forall \ 0 \leq t \leq T
\end{equation}

in order to first apply the Krylov-Safonov and then the Schauder estimates to obtain the desired a priori estimates.

To derive (6.49) we consider the function

\begin{equation}
\chi = \frac{1}{\sin u} v,
\end{equation}

which satisfies the evolution equation (2.14) on page 6. Let \( \tilde{\chi} = \chi^{-1} \), then \( \tilde{\chi} \) solves the evolution equation

\begin{equation}
\dot{\tilde{\chi}} - F^{ij} \tilde{\chi}_{ij} = F^{ij} h_{k_i} h^k_j \tilde{\chi} - 2 F \frac{\bar{H}}{n} v \tilde{\chi}.
\end{equation}

Because of (6.46) and the boundedness of \( v \) there exists \( \delta > 0 \) such that

\begin{equation}
\tilde{\chi} > 2 \delta \quad \forall \ t \in [0, T]
\end{equation}

and hence

\begin{equation}
\varphi = \log(\tilde{\chi} - \delta)
\end{equation}

is well defined and satisfies the evolution equation

\begin{equation}
\dot{\varphi} - F^{ij} \varphi_i \varphi_j = F^{ij} h_{k_i} h^k_j \frac{\tilde{\chi}}{\tilde{\chi} - \delta} + F^{ij} \varphi_i \varphi_j - 2 F \frac{\bar{H}}{n} v \frac{\tilde{\chi}}{\tilde{\chi} - \delta}.
\end{equation}
We are now ready to prove the estimate \( (6.49) \). As in the proof of Lemma 5.1 on page 16 we may pretend that \( h_n = \kappa_n \), the largest principal curvature, is a smooth function and look at the point \((t_0, \xi_0), t_0 > 0\), where

\[
(6.55) \quad w = \log h_n^\text{-} \varphi
\]

assumes its maximum in \([0, T] \times \mathbb{S}^n\).

Applying the maximum principle we obtain

\[
(6.56) \quad 0 \leq -F_{ij} h_k^i h_j^k \frac{\delta}{\chi - \delta} + K_N \{ 2F(h_n)^{-1} - F_{kl} g_{kl} \} + 2F \frac{\bar{H}}{n} v \frac{\bar{\chi}}{\bar{\chi} - \delta}.
\]

Since \( F_{ij} \) is uniformly positive definite and

\[
(6.57) \quad F \leq ch_n^n,
\]

we deduce \( w \) and, hence, \( h_n \) is a priori bounded. \( \square \)

\[ 6.7. \text{Remark.} \] Let \( \delta \) be the small constant in \( (6.31) \) and define

\[
(6.58) \quad t_\delta = T^* - \delta,
\]

then we deduce from \( (6.36) \)

\[
(6.59) \quad \hat{M}(t_\delta) \subset B_{8c\rho_-(t_\delta)}(x_0) \quad \forall x_0 \in \hat{M}(t_\delta).
\]

Choosing \( \delta \) even a bit smaller without changing the notation we may also assume that

\[
(6.60) \quad 8c\rho_-(t_\delta) \leq 8c\Theta(t_\delta, T^*) < 1.
\]

In view of the a priori estimates in the preceding theorem we shall henceforth only consider \( t \in [t_\delta, T^*) \).

7. The rescaled flow

We shall first prove that

\[
(7.1) \quad \Theta(t, T^*) \sup_M F \leq \text{const} \quad \forall t_\delta \leq t < T^*.
\]

The proof will be an adaptation of the proof of a similar result in [2, Theorem 7.5]. Let \( t_\delta < t_0 < T^* \) be arbitrary and \( B_{\rho_-(t_0)}(x_0) \) be an inball of
\( \tilde{M}(t_0) \). Choosing \( x_0 \) to be the center of a geodesic polar coordinate system the hypersurfaces \( M(t) \) can be represented as graphs
\[
M(t) = \text{graph } u(t, \cdot) \quad \forall t \in \gamma \leq t \leq t_0
\]
such that
\[
\rho_-(t_0) \leq u(t_0) \leq u(t) \leq 1,
\]
cf. Remark 6.7.

7.1. **Lemma.** Let \( \chi \) be defined as in (6.50) on page 24, then
\[
\chi_i = 0 \implies u_i = 0.
\]

**Proof.** The function
\[
\eta(r) = \frac{1}{\sin r}
\]
is a solution of the equation
\[
\dot{\eta} = -\frac{\bar{H}}{n} \eta,
\]
where \( \bar{H} \) is the mean curvature of the slices \( \{ x^0 = r \} \). Moreover,
\[
v^{-2} = 1 - \|Du\|^2
\]
implies
\[
v_i = -h_{ij}u^jv^2 + \frac{\bar{H}}{n}u_iv,
\]
where
\[
w^j = g^{ij}u_i \quad \land \quad \|Du\|^2 = g^{ij}u_iu_j.
\]
On the other hand, we deduce from
\[
0 = \chi_i = \dot{\eta}u_i + \eta v_i = -\frac{\bar{H}}{n} \eta u_i + \eta v_i
\]
\[
v_i = \frac{\bar{H}}{n} u_i v
\]
concluding further
\[
h_{ij}w^j = 0
\]
and thus \( u_i = 0 \), since \( h_{ij} \) is positive definite. \( \Box \)
Let $\tilde{\chi} = \chi^{-1}$ as before, then $\tilde{\chi}$ is the equivalent of the Euclidean support function and in view of the estimate (7.3) and Lemma 7.1 there exists a universal constant $\epsilon_0$ such that
\begin{equation}
0 < \tilde{\chi} - 2\epsilon_0 \rho_-(t_0) \quad \forall t_\delta \leq t \leq t_0.
\end{equation}
We are now able to prove:

7.2. **Lemma.** There exists a uniform constant $c$ such that
\begin{equation}
\Theta(t, T^*) F \leq c \quad \forall t_\delta \leq t < T^*.
\end{equation}

**Proof.** Let $t_0 \in (t_\delta, T^*)$ be arbitrary and consider the function
\begin{equation}
\phi = \log F - \log(\tilde{\chi} - \epsilon_0 \rho_-(t_0))
\end{equation}
in the interval $[t_\delta, t_0]$. Define
\begin{equation}
w(t) = \sup_{M(t)} \phi,
\end{equation}
then $w$ satisfies the differential inequality, cf. (6.54) on page 24,
\begin{equation}
\dot{w} \leq -F^{ij} h_{ki} h_j^k \frac{\epsilon_0 \rho_-(t_0)}{\tilde{\chi} - \epsilon_0 \rho_-(t_0)} + K_N F^{ij} g_{ij}
\end{equation}
\begin{equation}
+ 2F \frac{\tilde{H}}{n} v \frac{\tilde{\chi}}{\tilde{\chi} - \epsilon_0 \rho_-(t_0)}
\leq -\frac{1}{F^{ij} g_{ij}} \frac{\epsilon_0 \rho_-(t_0)}{\tilde{\chi} - \epsilon_0 \rho_-(t_0)} + cK_N + cF \frac{1}{\tilde{\chi} - \epsilon_0 \rho_-(t_0)},
\end{equation}
where we used that
\begin{equation}
\frac{\tilde{H}}{n} = \frac{\cos u}{\sin u}
\end{equation}
and
\begin{equation}
\tilde{\chi} = \sin uv^{-1}.
\end{equation}
Setting
\begin{equation}
\tilde{w} = e^w
\end{equation}
we infer
\begin{equation}
\dot{\tilde{w}} \leq -\tilde{w}^3 \epsilon_0 \rho_-(t_0)(\tilde{\chi} - \epsilon_0 \rho_-(t_0)) + cK_N \tilde{w} + c\tilde{w}^2
\end{equation}
\begin{equation}
\leq \tilde{w}^2 \{c + cK_N \tilde{w}^{-1} - \tilde{\epsilon}_0^2 \rho_-(t_0)^2 \tilde{w} \},
\end{equation}
in view of (7.13).
Hence we conclude

\[(7.22) \quad \sup_t \tilde{w} \leq \max(\tilde{w}(t_0) + 1, c\epsilon_0^{-2}\rho_-(t_0)^{-2}),\]

where \(c\) is a new uniform constant independent of \(t_0\) and \(t_0\). Choosing \(t_0\) large enough we obtain

\[(7.23) \quad \tilde{w}(t_0)\rho_2^2(t_0) \leq c\epsilon_0^{-2}\]

and thus, because of \((7.13)\),

\[(7.24) \quad \rho_-(t_0) \sup_{M(t_0)} F \leq c\epsilon_0^{-2}\]

with a different constant \(c\). To complete the proof we use the estimates \((6.42)\) on page 23. 

\[\square\]

7.3. **Corollary.** The rescaled principal curvatures \(\tilde{\kappa}_i = \Theta\kappa_i\) satisfy

\[(7.25) \quad \tilde{\kappa}_i \leq c \quad \forall t_\delta \leq t < T^*\]

with a uniform constant.

**Proof.** From \((7.14)\) we infer

\[(7.26) \quad c \geq \tilde{F} = F\Theta = \sum_i F^i_j \tilde{\kappa}_i.\]

Since \(F^i_j\) is uniformly positive definite because of the pinching estimates, the result follows. \[\square\]

Next we want to apply the Harnack inequality to get an estimate from below for \(\tilde{F}\)

\[(7.27) \quad \inf_{M(t)} \tilde{F} \geq c > 0 \quad \forall t_\delta \leq t < T^*.\]

To convince ourselves that the necessary requirements are fulfilled we first have to establish some preparatory results.

7.4. **Lemma.** Let \(t_1 \in [t_\delta, T^*)\) be arbitrary and let \(t_2 > t_1\) be such that

\[(7.28) \quad \Theta(t_2, T^*) = \frac{1}{2}\Theta(t_1, T^*).\]

Let \(x_0 \in \tilde{M}(t_2)\) be the center of an inball. Introduce polar coordinates around \(x_0\) and write the hypersurfaces \(M(t)\) as graphs

\[(7.29) \quad M(t) = \text{graph } u(t, \cdot),\]
then there exists a positive constant $c$ such that
\[
(7.30) \quad c^{-1}\Theta(t_2, T^*) \leq u(t, \xi) \leq c\Theta(t_2, T^*) \quad \forall t \in [t_1, t_2],
\]
and hence
\[
(7.31) \quad \frac{u_{\max}(t)}{u_{\min}(t)} \leq c^2 \quad \forall t \in [t_1, t_2],
\]
where
\[
(7.32) \quad u_{\max}(t) = \sup_{M(t)} u \quad \wedge \quad u_{\min}(t) = \inf_{M(t)} u.
\]

**Proof.** Let $B_{\rho_-(t_1)}(y_0)$ be an inball of $\hat{M}(t_1)$, then we infer from (6.36) on page 22 and (6.13) on page 20
\[
(7.33) \quad \hat{M}(t_1) \subset B_{4c\rho_-(t_1)}(y_0) \subset B_{4c\Theta(t_1, T^*)}(y_0) \subset B_{8c\Theta(t_2, T^*)}(y_0)
\]
and we deduce further, since
\[
(7.34) \quad \hat{M}(t_2) \subset \hat{M}(t_1),
\]
\[
(7.35) \quad \hat{M}(t_1) \subset B_{16c\Theta(t_2, T^*)}(x_0).
\]
Hence, we have proved the upper estimate in (7.30). The lower estimate follows from (6.37) and (6.13), because
\[
(7.36) \quad \rho_-(t_2) \leq u(t, \xi) \quad \forall t \in [t_1, t_2].
\]

7.5. **Lemma.** Under the assumptions of the preceding lemma the quantity
\[
(7.37) \quad v^2 = 1 + \sin^{-2} u \sigma^{ij} u_i u_j
\]
is uniformly bounded in $[t_1, t_2] \times S^n$.

**Proof.** From [10, inequality (2.7.83)] we obtain
\[
(7.38) \quad v(t, \xi) \leq e^{\bar{\kappa}(u_{\max} - u_{\min})},
\]
where $0 \leq \bar{\kappa}$ is an upper bound for the principle curvatures of the slices $\{x^0 = \text{const}\}$ intersecting $M(t)$, hence
\[
(7.39) \quad \bar{\kappa} \leq \frac{1}{\sin u_{\min}} \leq c \frac{1}{u_{\min}}
\]
and
\[
(7.40) \quad v(t, \xi) \leq e^{c\left(\frac{u_{\max}}{u_{\min}} - 1\right)}.
\]
Combining this estimate with the one in (7.31) gives the result.

7.6. Lemma. Define ϕ by

\[ \vartheta(r) = \sin r \quad (7.41) \]

and

\[ \varphi = \int_{r_2}^{u} \vartheta^{-1} \quad (7.42) \]

\[ = \left\{ \log(\sin \frac{r}{2}) - \log(\cos \frac{r}{2}) \right\} |_{r_2}^{u}, \]

where, \( r_2 = \Theta(t_2, T^*) \), then \( \varphi(t, \cdot) \) is uniformly bounded in \( C^2(\mathbb{S}^n) \) for any \( t_1 \leq t \leq t_2 \), independent of \( t_1, t_2 \). Furthermore, let \( \Gamma_{ij}^{k} \) resp. \( \tilde{\Gamma}_{ij}^{k} \) be the Christoffel symbols of the metrics \( g_{ij} \) resp. \( \sigma_{ij} \), then the tensor

\[ \Gamma_{ij}^{k} - \tilde{\Gamma}_{ij}^{k} \quad (7.43) \]

is also uniformly bounded independent of \( t_1, t_2 \).

Proof. The \( C^0 \) and the \( C^1 \)-estimates are due to (7.30) and Lemma 7.5. To prove the \( C^2 \)-estimates we employ the relation

\[ h_i^j = v^{-1} \vartheta^{-1} \left\{ -(\sigma^{ik} - v^{-2} \varphi^i \varphi^k) \varphi_{jk} + \dot{\vartheta} \delta^i_j \right\}, \quad (7.44) \]

cf. [11, equ. (3.26)], where

\[ \varphi^i = \sigma^{ik} \varphi_k \quad (7.45) \]

and where the covariant derivatives are with respect to the metric \( \sigma_{ij} \). Multiplying both sides of (7.44) with \( \Theta(t, T^*) \) we deduce

\[ \|\varphi_{ij}\| \leq c \quad \forall t \in [t_1, t_2], \quad (7.46) \]

in view of the \( C^1 \)-estimates, (7.30) and (7.25).

To prove the boundedness of (7.43) we choose coordinates such that in a fixed point \( \tilde{\Gamma}_{ij}^{k} \) vanishes. Then \( \Gamma_{ij}^{k} \) is a uniformly bounded tensor comprised of algebraic compositions of \( v \), \( D\varphi \), \( D^2\varphi \) and \( \sigma_{ij} \) as one easily checks.

Let us define a new time parameter

\[ \tau = - \log \Theta, \quad (7.47) \]

then

\[ \frac{dt}{d\tau} = - \frac{\Theta}{\dot{\Theta}} = \Theta \frac{\sin \Theta}{\cos \Theta}. \quad (7.48) \]
Let a prime indicate differentiation with respect to $\tau$ and a dot with respect to $t$, and let us denote scaled quantities by a tilde unless otherwise specified, e.g., let

\begin{equation}
\tilde{F} = F\Theta,
\end{equation}

then

\begin{equation}
\tilde{F}' = \dot{F}\Theta^2 \frac{\sin \Theta}{\cos \Theta} - \tilde{F}
\end{equation}

and we shall prove:

**7.7. Lemma.** $\tilde{F}$ satisfies a uniformly parabolic equation of the form

\begin{equation}
\tilde{F}' - a^{ij} \tilde{F}_{ij} + b^i \tilde{F}_i + c\tilde{F} = 0
\end{equation}
in the cylinder

\begin{equation}
Q(\tau_1, \tau_2) = [\tau_1, \tau_2] \times S^n,
\end{equation}

where

\begin{equation}
\tau_i = -\log \Theta(t_i, T^*),
\end{equation}

with uniformly bounded coefficients, and where the covariant derivatives are with respect to standard metric $\sigma_{ij}$ of $S^n$. The coefficients are bounded independently of $\tau_i$. Since, in view of (7.28)

\begin{equation}
\tau_2 = \tau_1 + \log 2,
\end{equation}

we deduce, by applying the parabolic Harnack inequality,

\begin{equation}
\sup_{M(t_1)} \tilde{F} \leq c \inf_{M(t_2)} \tilde{F}
\end{equation}

with a uniform constant $c$.

**Proof.** It suffices to prove that $\tilde{F}$ satisfies a uniformly parabolic equations as indicated. Combining (7.50) and (2.8) on page 5 we immediately deduce, in view of (7.25) and the pinching estimates, that the only non-trivial term in the transformation of (2.8) is

\begin{equation}
- F^{ij} F_{;ij} \Theta^2 \frac{\sin \Theta}{\cos \Theta},
\end{equation}

where the semicolon indicates covariant derivatives with respect to $g_{ij}$. 
Now, using geodesic polar coordinates as in Lemma 7.4, we can express the metric in the form
\begin{equation}
(7.57) 
  g_{ij} = \sin^2 u (\varphi_i \varphi_j + \sigma_{ij}),
\end{equation}

where \( g_{ij} \) is uniformly positive definite, in view of (7.30) and Lemma 7.5, hence
\begin{equation}
(7.58) 
  g^{ij} \Theta^2
\end{equation}
is uniformly positive definite.

Thus, it remains to consider the covariant derivatives, but
\begin{equation}
(7.60) 
  F_{ij} = F_{ij} - \{ \Gamma^k_{ij} - \tilde{\Gamma}^k_{ij} \} F_k,
\end{equation}
where \( F_{ij} \) are the covariant derivatives of \( F \) with respect to \( \sigma_{ij} \) and \( \Gamma^k_{ij} \) resp. \( \tilde{\Gamma}^k_{ij} \) are the Christoffel symbols with respect to \( g_{ij} \) resp. \( \sigma_{ij} \), hence we infer from Lemma 7.6
\begin{equation}
(7.61) 
  - F_{ij} F_{ij} \Theta^2 \frac{\sin \Theta}{\cos \Theta} = -a^{ij} \tilde{F}_{ij} + b^i \tilde{F}_i,
\end{equation}
where \( a^{ij} \) is uniformly positive definite and \( b^i \) uniformly bounded.

7.8. Corollary. The scaled curvatures \( \tilde{\kappa}_i \) are uniformly bounded from below
\begin{equation}
(7.62) 
  \tilde{\kappa}_i = \kappa_i \Theta \geq c > 0.
\end{equation}

Proof. Since
\begin{equation}
(7.63) 
  \inf_{M(t)} \tilde{F} \leq \inf_{M(t)} \tilde{\kappa}_n \leq c \inf_{M(t)} \tilde{\kappa}_1,
\end{equation}
where the \( \tilde{\kappa}_i \) are labelled
\begin{equation}
(7.64) 
  \tilde{\kappa}_1 \leq \cdots \leq \tilde{\kappa}_n,
\end{equation}
and \( t_1 \in [t_\delta, T^*] \) is arbitrary, it suffices to estimate
\begin{equation}
(7.65) 
  \sup_{M(t)} \tilde{F} \geq c > 0 \quad \forall \, t_1 \leq t \leq t_2.
\end{equation}

Indeed, let \( (t, \xi) \in M(t) \) be a point such that
\begin{equation}
(7.66) 
  u(t, \xi) = \sup_{M(t)} u,
\end{equation}
then
\begin{equation}
\kappa_i \geq \frac{\cos u}{\sin u}
\end{equation}
and
\begin{equation}
\tilde{\kappa}_i \geq \frac{\cos u}{\sin u} \Theta \geq c > 0,
\end{equation}
because of \((7.30)\) and hence
\begin{equation}
\sup_{M(t)} \tilde{F} \geq F(\tilde{\kappa}_i(t, \xi)) \geq c > 0.
\end{equation}
\[\square\]

Now, let \(x_0 \in \mathbb{S}^{n+1}\) be the point the flow hypersurfaces are shrinking to and introduce geodesic polar coordinates around it. Let
\begin{equation}
M(t) = \text{graph } u(t, \cdot)
\end{equation}
and let
\begin{equation}
\tilde{u}(\tau, \xi) = u(t, \xi) \Theta(t, T^*)^{-1},
\end{equation}
where \(\tau\) is defined as in \((7.47)\). Then, we can prove:

7.9. Lemma. There exists a uniform constant \(c\) such that
\begin{equation}
\tilde{u} \geq c > 0 \quad \forall \tau \in Q(\tau_\delta, \infty),
\end{equation}
where
\begin{equation}
\tau_\delta = -\log(\Theta(t_\delta, T^*))
\end{equation}
and
\begin{equation}
Q(\tau_\delta, \infty) = [\tau_\delta, \infty) \times \mathbb{S}^n.
\end{equation}

Proof. Let us look at the rescaled version of the scalar curvature equation
\begin{equation}
\dot{u} = \frac{\partial u}{\partial t} = -Fv,
\end{equation}
which has the form
\begin{align*}
\tilde{u}' &= \frac{\sin \Theta}{\cos \Theta} + \tilde{u} \\
&= -\tilde{F} \Theta^{-1} \frac{\sin \Theta}{\cos \Theta} v + \tilde{u} \\
&\leq -2c + \tilde{u},
\end{align*}
in view of Corollary 7.8.

Let us suppose there exists \( \tau_0 \geq \tau_\delta \) and \( \xi \in S^n \) such that
\[
(7.77) \quad \tilde{u}(\tau_0, \xi) \leq c,
\]
then
\[
(7.78) \quad \tilde{u}' \leq -c \quad \forall \tau \geq \tau_0,
\]
where \( \tilde{u} \) is evaluated at \((\tau, \xi)\), yielding
\[
(7.79) \quad \tilde{u}(\tau) - \tilde{u}(\tau_0) \leq -c(\tau - \tau_0) \quad \forall \tau_0 \leq \tau < \infty,
\]
a contradiction, hence we conclude
\[
(7.80) \quad \tilde{u} \geq c \quad \forall (\tau, \xi) \in Q(\tau_\delta, \infty).
\]

\[\Box\]

7.10. Lemma. The quantities \( \tilde{u}, v \) and \( |D\tilde{u}| \) are uniformly bounded in
\( Q(\tau_\delta, \infty) \), where
\[
(7.81) \quad |D\tilde{u}|^2 = \sigma^{ij} \tilde{u}_i \tilde{u}_j.
\]

Proof. (i) Let \( t \in [t_\delta, T^*) \) be arbitrary, and \( B_{\rho-(t)}(y_0) \) be an inball of \( \hat{M}(t) \),
then we infer from (7.33)
\[
(7.82) \quad \hat{M}(t) \subset B_{4c \rho-(t)}(y_0).
\]
On the other hand, \( x_0 \in \hat{M}(t) \) and
\[
(7.83) \quad \rho-(t) \leq \Theta(t, T^*),
\]
hence
\[
(7.84) \quad \hat{M}(t) \subset B_{8c \Theta(t, T^*)}(x_0)
\]
yielding
\[
(7.85) \quad \tilde{u} \leq 8c.
\]

(ii) From the proof of Lemma 7.5 we immediately deduce that
\[
(7.86) \quad v^2 = 1 + \frac{1}{\sin^2 u} \sigma^{ij} u_i u_j \leq c
\]
which in turn implies
\[
(7.87) \quad \sigma^{ij} \tilde{u}_i \tilde{u}_j \leq c \sin^2 u \Theta^{-2} \leq \text{const.}
\]

\[\Box\]
7.11. **Remark.** Let $\varphi$ be such that
\[
(7.88) \quad \varphi_i = \frac{1}{\sin u} u_i,
\]
then the covariant derivatives of $\tilde{u}$ resp. $\varphi$ with respect to $\sigma_{ij}$ satisfy the pointwise estimate
\[
(7.89) \quad \|\tilde{u}_{ij}\| \leq c\|\varphi_{ij}\|,
\]
hence we conclude that the $C^2$-norm of $\tilde{u}$ is uniformly bounded and also the difference of the Christoffel symbols
\[
(7.90) \quad \Gamma^k_{ij} - \tilde{\Gamma}^k_{ij},
\]
cf. Lemma 7.6 and its proof. Moreover, observing that
\[
(7.91) \quad \frac{\sin u}{u} = \vartheta(u) = \vartheta(\tilde{u}e^{-\tau}) \geq c_0 > 0,
\]
where $\vartheta$ is a smooth function such that
\[
(7.92) \quad c_0 \leq \vartheta \leq c_0^{-1} \quad \forall t \in [t_\delta, T^*),
\]
and taking a similar estimate for $\cos u$ into account, we conclude from (7.44)
\[
(7.93) \quad \frac{\sin \Theta}{\cos \Theta} Fv = F(\frac{\sin \Theta}{\cos \Theta} h^i_j)v = \Phi(x, e^{-\tau}, \tilde{u}, \tilde{u}e^{-\tau}, D\tilde{u}, D^2\tilde{u}),
\]
where $\Phi$ is smooth function with respect to its arguments, monotone and concave with respect to $-\tilde{u}_{ij}$, where the covariant derivatives are defined relative to the standard metric on $S^n$.

Hence, we deduce, by applying the Krylov-Safonov and Schauder estimates:

7.12. **Theorem.** The rescaled function $\tilde{u}$ satisfies the uniformly parabolic equation
\[
(7.94) \quad \tilde{u}' = -\Phi + \tilde{u}
\]
in $Q(\tau_\delta, T^*)$ and $\tilde{u}(\tau, \cdot)$ obeys uniform a priori estimates in $C^\infty(S^n)$ independently of $\tau$.

In the next section we shall prove that $\tilde{u}$ converges exponentially fast to the constant function 1 when $F$ is strictly concave or when $F = \frac{1}{n}H$.

Let us also emphasize that the $\Theta \kappa_i$ are not the principal curvatures of graph $\tilde{u}$, though they are of course related.
8. Convergence to a sphere

The key estimate for proving that the rescaled hypersurfaces converge to a sphere is the exponential decay of the quantity

\[(8.1) \quad |\tilde{A}|^2 - \frac{1}{n} \tilde{H}^2 = \frac{1}{n} \sum_{i<j} |\tilde{\kappa}_i - \tilde{\kappa}_j|^2.\]

Huisken proved it in [14, Section 5] by deriving the uniform estimate

\[(8.2) \quad H^{-(2-\sigma)} \{ |A|^2 - \frac{1}{n} H^2 \} \leq \text{const} \quad \forall t \in [0, T^*),\]

for the unscaled hypersurfaces, where \(0 < \sigma < 1\) is small.

We shall adapt his approach to the present situation where the fact that we consider general curvature function \(F\) creates some additional difficulties. Some of the estimates, we shall prove below, will be valid for arbitrary curvature functions, or at least for curvature functions we consider in this paper, but the estimate (8.2) can only be proved for \(F = \frac{1}{n} H\) or \(F\) strictly concave.

8.1. Lemma. Let \(M\) be a strictly convex hypersurface with pinched principal curvatures such that

\[(8.3) \quad h_{ij} \geq \epsilon_0 H g_{ij}, \quad \epsilon_0 > 0,\]

and let \(F\) be monotone and concave. Then there exists \(\epsilon > 0\), \(\epsilon = \epsilon(\epsilon_0, F)\), such that

\[(8.4) \quad Z = F h^k_i h_{kj} h^{ij} - |A|^2 F^{ij} h_{ki} h^k_j \geq 2 \epsilon^2 H^2 \sum_{i<j} |\kappa_i - \kappa_j|^2,\]

or equivalently,

\[(8.5) \quad Z \geq 2 \epsilon^2 F^{ij} h_{ki} h^k_j \sum_{i<j} (\kappa_i - \kappa_j)^2.\]

Proof. Huisken proved the lemma for \(F = H\). We consider \(F\) to be defined in \(\Gamma_+\) and set

\[(8.6) \quad F_i = \frac{\partial F}{\partial \kappa^i}.\]

Let us also label the \(\kappa_i\) such that

\[(8.7) \quad \kappa_1 \leq \cdots \leq \kappa_n,\]

then

\[(8.8) \quad F_1 \geq \cdots \geq F_n,\]
because $F$ is concave. Writing
\begin{equation}
\sum_{i \neq j} F_i \kappa_i \kappa_j^3 = \sum_{i < j} F_i \kappa_i \kappa_j^3 + \sum_{j < i} F_i \kappa_i \kappa_j^3
\end{equation}
and
\begin{equation}
- \sum_{i \neq j} F_i \kappa_i^2 \kappa_j^2 = - \sum_{i < j} F_i \kappa_i^2 \kappa_j^2 - \sum_{j < i} F_i \kappa_i^2 \kappa_j^2
\end{equation}
we deduce from (8.4)
\begin{equation}
Z = \sum_{i < j} F_i \kappa_i \kappa_j (\kappa_j^2 - \kappa_i \kappa_j) + \sum_{j < i} F_i \kappa_i \kappa_j (\kappa_j^2 - \kappa_i \kappa_j)
\end{equation}
\begin{align*}
= & \sum_{i < j} F_i \kappa_i \kappa_j (\kappa_j^2 - \kappa_i \kappa_j) + \sum_{i < j} F_j \kappa_i \kappa_j (\kappa_i^2 - \kappa_i \kappa_j) \\
& \geq \sum_{i < j} F_j \kappa_i \kappa_j (\kappa_i - \kappa_j)^2 \geq cH^2 \sum_{i < j} (\kappa_i - \kappa_j)^2.
\end{align*}

Since $F$ is concave satisfying $F(1, \ldots, 1) = 1$ we have
\begin{equation}
F \leq \frac{1}{n} H,
\end{equation}
hence
\begin{equation}
|A|^2 - \frac{1}{n} H^2 \leq |A|^2 - nF^2.
\end{equation}
We also need a reverse inequality:

8.2. **Lemma.** Under the assumptions of the previous lemma there exists a positive constant $c$ such that
\begin{equation}
|A|^2 - nF^2 \leq c(|A|^2 - \frac{1}{n} H^2).
\end{equation}

**Proof.** The proof will reveal that curvatures need not be positive, it will only be necessary that
\begin{equation}
\frac{\kappa_i}{|A|}
\end{equation}
are compactly contained in the defining cone. To simplify the notation we shall also assume that $F(1, \ldots, 1) = n$ such that we have to prove the inequality
\begin{equation}
|A|^2 - \frac{1}{n} F^2 \leq c(|A|^2 - \frac{1}{n} H^2),
\end{equation}
or equivalently,

\begin{equation}
H^2 - F^2 \leq c \sum_{i<j} (\kappa_i - \kappa_j)^2.
\end{equation}

Let

\begin{equation}
\varphi = H^2 - F^2
\end{equation}

and consider the convex combination

\begin{equation}
\kappa_i(t) = (1-t)\kappa_n + t\kappa_i,
\end{equation}

where the \( \kappa_i \) are labelled such that

\begin{equation}
\kappa_1 \leq \cdots \leq \kappa_n.
\end{equation}

Denote the partial derivatives of \( \varphi \) simply by indices, then

\begin{equation}
\varphi(\kappa_n, \ldots, \kappa_n) = 0 \quad \land \quad \varphi_i(\kappa_n, \ldots, \kappa_n) = 0,
\end{equation}

hence we deduce from Taylor’s formula

\begin{equation}
\varphi(\kappa_i) = \frac{1}{2} \varphi_{ij}(\kappa_i(t))(\kappa^i - \kappa^n)(\kappa^j - \kappa^n)
\end{equation}

for some \( 0 \leq t \leq 1 \) yielding the estimate (8.17), since

\begin{equation}
\varphi_{ij} = 2H_iH_j - 2F_iF_j - 2FF_{ij}
\end{equation}

is uniformly bounded. \( \Box \)

We are going to estimate the function

\begin{equation}
f_\sigma = F^{-\alpha}(|A|^2 - nF^2),
\end{equation}

where

\begin{equation}
\alpha = 2 - \sigma
\end{equation}

and \( 0 < \sigma < 1 \). We shall also drop the subscript \( \sigma \) simply writing \( f \) for the left-hand side of (8.24).

In order to derive the evolution equation for \( f \) we use the relation

\begin{equation}
f = |A|^2 F^{-\alpha} - nF^{2-\alpha}
\end{equation}

and the equations

\begin{equation}
(|A|^2)' - F_{ij}^i |A|_{ij}^2 = 2F_{ij}^i h_{kl;ij} h_{kl} |A|^2 - 2F_{ij}^i h_{kl;ij} h_{kl}^i j
\end{equation}

\begin{equation}
+ 2F_{kl;rs} h_{kl;ij} h_{rs;ij} h_{ij}^i j
\end{equation}

\begin{equation}
+ 4K_N F H - 2K_N F^{kl} g_{kl} |A|^2,
\end{equation}
(8.28) \[(F^{-\alpha})' - F_{ij}^{-\alpha} = -\alpha F_{ij} h_{ki} h_{kj} F^{-\alpha} - \alpha (\alpha + 1) F^{-\alpha - 2} F_{ij} F_i F_j \]
\[- \alpha K_N F^{kl} g_{kl} F^{-\alpha} \]

and

(8.29) \[(F^{2-\alpha})' - F_{ij}^{2-\alpha} = - (\alpha - 2) F_{ij} h_{ki} h_{kj} F^{2-\alpha} \]
\[- (\alpha - 2)(\alpha - 1) F_{ij} F_i F_j F^{-\alpha} \]
\[+ (2 - \alpha) K_N F^{kl} g_{kl} F^{2-\alpha}. \]

We then obtain

\[f' - F_{ij} f_{ij} = \]
\[\sigma F^{ij} h_{ki} h_{kj} f - 2 F^{ij} \{ h_{kl;i} F - h_{kl} F_i \} \{ h_{kl} F - h_{kl} F_j \} F^{-(2+\alpha)} \]
\[- \sigma (1 - \sigma) F^{ij} F_i F_j F^{-2} f + 2(\alpha - 1) F^{-1} F^{ij} F_i F_j f \]
\[+ 4K_N \{ HF - F^{kl} g_{kl} |A|^2 \} F^{-\alpha} + \sigma K_N F^{kl} g_{kl} f \]
\[+ 2 F^{kl,rs} h_{kl;i} h_{rs;j} h_{ij} F^{-\alpha}, \]

where we used the relation

(8.31) \[F^{ij} \{ h_{kl;i} F - h_{kl} F_i \} \{ h_{kl;i} F - h_{kl} F_j \} = F^{ij} h_{kl;i} h_{kl;i} F^2 \]
\[- F^{ij} |A_i|^2 F_j F + F^{ij} F_i F_j |A|^2. \]

We also need a purely elliptic version of equation (8.30). This can be achieved by replacing \(f'\) using the formula

(8.32) \[\dot{h}_{ij} = F_{ij}^j + F h_i^k h_j^j + K_N F \delta_i^j, \]

cf. [10, Lemma 2.3.3]. Hence we deduce

\[f' = 2 F^{-\alpha} Z + \sigma F^{ij} h_{ki} h_{kj} f + (2 - \alpha) F^{ij} F_i F_j F^{-1} f \]
\[- 2 F^{ij} F_i F_j |A|^2 F^{-(1+\alpha)} - \alpha F^{-1} F^{ij} F_i F_j f \]
\[+ 2 \{ h_{ij}^{-\alpha} - F^{-\alpha - 1} F^{ij} \} F_i F_j + 2 h_{ij} F_i F_j F^{-\alpha} \]
\[+ 2 K_N F H F^{-\alpha} - \alpha K_N F^{ij} g_{ij} |A|^2 F^{-\alpha} \]
\[- (2 - \alpha) K_N F^{ij} g_{ij} n F^{2-\alpha}. \]
concluding further

\[-F^{ij} f_{ij} + 2F^{-\alpha} Z = \]

\[
\alpha F^{ij} F_{ij} F^{-1} f - 2 \{ h^{ij} - F n^{ij} \} F_{ij} F^{-\alpha} - \sigma (1 - \sigma) F^{ij} F_{ij} F^{-2} f
\]

\[(8.34) \quad - 2 F^{ij} \{ h_{kl;i} F - h_{kl} F_i \} \{ h^{kl}_{ij} F - h^{kl} F_j \} F^{-(2+\alpha)}
\]

\[+ 2(\alpha - 1) F^{-1} F^{ij} F_{ij} f_{ij} + 2K_N \{ F H - F^{kl} g_{kl} | A |^2 \} F^{-\alpha}
\]

\[+ 2 F^{kl,rs} h_{kl;i} h_{rs;j} h^{ij} F^{-\alpha}.
\]

Some of the negative terms on the right-hand side can be exploited. First, we observe that

\[(8.35) \quad F H - F^{kl} g_{kl} | A |^2 \leq \frac{1}{n} H^2 - | A |^2 = -\frac{1}{n} \sum_{i<j} (\kappa_i - \kappa_j)^2.
\]

In case \( F = \frac{1}{n} H \) it is proved in [14, Lemma 2.3 (ii)] that

\[(8.36) \quad F^{ij} \{ h_{kl;i} F - h_{kl} F_i \} \{ h^{kl}_{ij} F - h^{kl} F_j \} \geq \frac{1}{2n^3} \epsilon_2 H^2 |D H|^2.
\]

For more general curvature functions this inequality cannot be derived. Instead we shall consider the last term on the right-hand side of (8.34). If \( F = F(\kappa) \) is strictly concave in a convex cone \( \Gamma \subset \mathbb{R}^n \), then there exists a positive constant \( c \) such that

\[(8.37) \quad F^{kl,rs} h_{kl;i} h_{rs;j} \leq -c |A|^{-1} |DA|^2 g_{ij}
\]

provided the normalized vectors

\[(8.38) \quad |A|^{-1} \kappa
\]

stay in a compact set \( K \subset \Gamma \). The constant then depends on \( F \) and \( K \). The estimate (8.37) was proved in [2, Lemma 7.12].

In our case the principal curvatures of the flow hypersurfaces are pinched, hence, the normalized curvatures (8.38) are compactly contained in \( \Gamma_+ \), and we can prove:

**8.3. Lemma.** Let the curvature function \( F \) satisfy our general assumptions and assume in addition that it is strictly concave, then there exists a uniform constant \( \epsilon > 0 \) such that

\[(8.39) \quad -F^{ij} f_{ij} + 2\epsilon^2 F^{ij} h_{ki} h^k_j f \leq \alpha F^{-1} F^{ij} F_{ij} f + 2(\alpha - 1) F^{-1} F^{ij} F_{ij} f_j
\]

\[- 2 \{ h^{ij} - F n^{ij} \} F^{-\alpha} f_{ij} - 2 \epsilon^2 |DA|^2 F^{-\alpha}.
\]
Proof. The claim immediately follows from (8.5), (8.13), (8.17), (8.35) and (8.37) and the fact that $F$ is strictly concave. \hfill \Box

8.4. Lemma. There exists a uniform constant $c > 0$ such that

\begin{equation}
\| h^{ij} - F n F^{ij} \| \leq c \sum_{i < j} (\kappa_i - \kappa_j)^2.
\end{equation}

Proof. We have

\begin{equation}
\begin{aligned}
h^{ij} - F n F^{ij} &= \{ h^{ij} - \frac{1}{n} H g^{ij} \} + \{ \frac{1}{n} H - F \} g^{ij} \\
&\quad + F (g^{ij} - n F^{ij}) \\
&\equiv I_1 + I_2 + I_3,
\end{aligned}
\end{equation}

where each term can be estimated by the square root of right-hand side of (8.40).

The estimate for $I_1$ is trivial, $I_2$ can be estimated along the lines of the proof of Lemma 8.2, while

\begin{equation}
I_3 = F n (F^{ij}(\kappa_n, \ldots, \kappa_n) - F^{ij}(\kappa_i))
\end{equation}

from which the estimate follows immediately. \hfill \Box

We are now able to prove a crucial estimate:

8.5. Lemma. Let $F$ be strictly concave, then there exists a constant $c > 0$ such that for any $p \geq 2$, any $\delta > 0$ and any $0 \leq t < T^*$ the estimate

\begin{equation}
\begin{aligned}
\epsilon^2 \int_M F^{ij} h_{ki} h_{kj} f^p &\leq \{ \delta^{-1} c (p - 1) + c \} \int_M F^{ij} f_i f_j f^{p-2} \\
&\quad + \{ \delta c (p - 1) + c \} \int_M |DA|^2 F^{-\alpha} f^{p-1}
\end{aligned}
\end{equation}

is valid.
Proof. Multiplying inequality (8.39) with $f^{p-1}$ and integrating by parts we obtain

\[(p - 1) \int_M F^{ij} f_i f_j f^{p-2} + 2 \epsilon^2 \int_M F^{ij} h_{k;i} h_{j}^k f^p \leq \int_M F^{ij,kl} h_{kl;i} f_i f_j f^{p-1} + \alpha \int_M F^{-1} F^{ij} F^{;ij} f^p \]

\[+ 2 \int_M \{ h^{ij} - F_n F^{ij} \} F^{-\alpha} F^{;ij} f^{p-1} + 2(\alpha - 1) \int_M F^{-1} F^{ij} F_i f_j f^{p-1} \]

\[- 2 \epsilon^2 \int_M |DA|^2 f^{-\alpha} f^{p-1}.\]

The terms on the right-hand side can be estimated or transformed as follows:

\[\int_M F^{ij,kl} h_{kl;i} f_i f^{p-1} \leq \delta^{-1} (p - 1) \int_M F^{ij} f_i f_j f^{p-2} + \frac{\delta c}{p - 1} \int_M |DA|^2 f^p H^{-2},\]

\[\alpha \int_M F^{-1} F^{ij} F^{;ij} f^p = -\alpha \int_M F^{-1} F^{ij} F_i f_j f^{p-1} \]

\[+ \alpha \int_M F^{-1} F^{ij,kl} h_{kl;i} F_i f_j f^p + \alpha \int_M F^{-2} F^{ij} F_i f_j f^p,\]

which can be estimated by the right-hand side of (8.43).

\[-2 \int_M \{ h^{ij} - F_n F^{ij} \} F^{-\alpha} F^{;ij} f^{p-1} = \]

\[2(p - 1) \int_M \{ h^{ij} - F_n F^{ij} \} F_i f_j f^{p-2} F^{-\alpha} \]

\[+ 2 \int_M \{ h^{ij} - F_n F^{ij} \} F_i F^{-\alpha} f^{p-1} \]

\[- 2 \alpha \int_M \{ h^{ij} - F_n F^{ij} \} F_j F_i F^{-(1+\alpha)} f^{p-1}.\]

In view of the estimate (8.40) the right-hand side of the preceding equality can be estimated as desired.
Finally, let us consider

\[ 2(\alpha - 1) \int_M F^{-1} F^{ij} F_i F_j f^{p-1} \leq c \int_M F^{ij} F_i F_j f^{p-2} + c \int_M |DA|^2 H^{-2} f^p, \]

which can be estimated as desired completing the proof of the lemma. \( \square \)

Now we can show that for large \( p \) the \( L^p \)-norms of \( f = f(t, \cdot) \) are uniformly bounded provided \( \sigma \) is small enough.

8.6. Lemma. Let \( F \) be strictly concave, then there exist \( C_1 > 0 \) and \( \sigma_0 > 0 \) such that for all

\[ p \geq c \epsilon^{-2} \land \sigma \leq \min(\epsilon^3 p^{-\frac{1}{2}} \frac{1}{4c}, \sigma_0), \]

where \( c > 1 \) is the constant in (8.43), the estimate

\[ \|f\|_{p, M} \leq C_1 \forall t \in [0, T^*) \]

is valid, where \( C_1 = C_1(M_0) \) and \( \sigma_0 = \sigma_0(F, M_0) \).

Proof. We multiply equation (8.30) with \( pf^{p-1} \) and integrate by parts. Observing that the terms involving \( K_N \) add up to be non-positive if \( \sigma \) is small, \( \sigma \leq \sigma_0 \), in view of Lemma 8.2, (8.12) and the fact that

\[ 1 \leq F^{kl} g_{kl} \leq c_0, \]

and by applying the estimate

\[ F^{kl, rs} h_{kl;i} h_{rs;j} h^{ij} F^{-\alpha} \leq -2\epsilon^2 |DA|^2 F^{-\alpha} \]
which has already been used in the proof of Lemma 8.3, we obtain

\[
\frac{d}{dt} \int_M f^p + p(p - 1) \int_M F^{ij} f_i f_j f^{p-2} + 2\epsilon^2 p \int_M |DA|^2 F^{-\alpha} f^{p-1}
\]

\[
\leq \sigma p \int_M F^{ij} h_{ki} h_{kj} f^p + \frac{1}{2} p(p - 1) \int_M F^{ij} f_i f_j f^{p-2}
\]

\[
+ 2 \frac{cp}{p - 1} \int_M F^{ij} F_i F_j f^{p-1} F^{-\alpha}
\]

\[
\leq \sigma p \int_M F^{ij} h_{ki} h_{kj} f^p + \frac{1}{2} p(p - 1) \int_M F^{ij} f_i f_j f^{p-2}
\]

\[
+ c \int_M |DA|^2 F^{-\alpha} f^{p-1},
\]

where we may choose \(c\) to be the same constant that we used in (8.43). Hence, we deduce, because of (8.49),

\[
\frac{d}{dt} \int_M f^p + \frac{1}{2} p(p - 1) \int_M F^{ij} f_i f_j f^{p-2} + \epsilon^2 p \int_M |DA|^2 F^{-\alpha} f^{p-1}
\]

\[
\leq \sigma p \int_M F^{ij} h_{ki} h_{kj} f^p.
\]

Choosing now

\[
\sigma \leq \min(c_0^{-1} \epsilon^3 p^{-\frac{1}{2}}, \sigma_0),
\]

where \(c_0 > 0\) will be specified below, and

\[
\delta = \epsilon p^{-\frac{1}{2}},
\]
we infer from (8.43) that the right-hand side of inequality (8.54) can be estimated from above by

\[
\frac{\epsilon p^{\frac{1}{2}}}{c_0} \left\{ \epsilon^2 \int_M F^{ij} h_{ki} h^k_j f^p \right\} \leq \\
\frac{\epsilon p^{\frac{1}{2}}}{c_0} \left\{ \delta^{-1} c(p - 1) + c \right\} \int_M F^{ij} f_i f_j f^{p-2} \\
+ \frac{\epsilon p^{\frac{1}{2}}}{c_0} \left\{ \delta c(p - 1) + c \right\} \int_M |DA|^2 F^{-\alpha} f^{p-1} \\
= c_0^{-1} \{ p(p - 1) c + \epsilon p^{\frac{1}{2}} c \} \int_M F^{ij} f_i f_j f^{p-2} \\
+ c_0^{-1} \{ \epsilon^2 (p - 1) c + \epsilon p^{\frac{1}{2}} c \} \int_M |DA|^2 F^{-\alpha} f^{p-1} \\
\leq c_0^{-1} 2cp(p - 1) \int_M F^{ij} f_i f_j f^{p-2} \\
+ c_0^{-1} 2c\epsilon^2 (p - 1) \int_M |DA|^2 F^{-\alpha} f^{p-1},
\]

(8.57)

where we again applied (8.49).

Choosing

\[
(8.58) \quad c_0 = 4c
\]

leads to

\[
(8.59) \quad \frac{d}{dt} \int_M f^p \leq 0 \quad \forall t \in [0, T^*)
\]

from which the result immediately follows.

8.7. Theorem. Let \( F \) be strictly concave or let \( F = \frac{1}{n} H \) then there exist constants \( \delta > 0 \) and \( c_0 > 0 \) depending only on \( F \) and \( M_0 \) such that

\[
(8.60) \quad |A|^2 - nF^2 \leq c_0 F^{2-\delta},
\]

or equivalently,

\[
(8.61) \quad |A|^2 - \frac{1}{n} H^2 \leq c_0 H^{2-\delta}.
\]

Proof. When \( F = \frac{1}{n} H \) we use the estimate (8.36) instead of (8.37) to obtain the result in Lemma 8.6. Then, in both cases, \( F \) strictly concave or \( F = \)
the further arguments are essentially identical to those in Huisken’s paper. □

8.8. **Remark.** In the proof of Lemma 8.5, Lemma 8.6 and Theorem 8.7 we used the fact that the sectional curvature $K_N$ satisfies

\[(8.62) \quad K_N \geq 0\]

but only out of convenience. In case of the opposite sign slightly different arguments would have prevailed, since the terms stemming from the curvature of the ambient space are of lower order and can be handled fairly easily.

Combining the estimate (8.61) with the regularity result of the rescaled hypersurfaces we shall prove that the rescaled hypersurfaces converge to a unit sphere in $C^\infty(S^n)$ exponentially fast provided $F$ is strictly concave or $F = \frac{1}{n}H$. First, we prove:

8.9. **Lemma.** Let $F$ be strictly concave or $F = \frac{1}{n}H$, let $\tilde{M}(\tau)$ be the rescaled hypersurfaces and $\tilde{h}_{ij}, \tilde{F}$, etc. be the rescaled geometric quantities, then there are positive constants $c, \delta$ such that

\[(8.63) \quad \int_M |D\tilde{A}|^2 \leq ce^{-\delta\tau} \quad \forall \tau_0 \leq \tau < \infty,\]

where

\[(8.64) \quad \tau_0 = -\log \Theta(0, T^*),\]

and where we emphasize that each geometric quantity is scaled separately by multiplying or dividing it with appropriate powers of $\Theta$, and by pointing out that the scaled principal curvature are not the principal curvatures of $\tilde{M}$. This caveat applies especially to the integral in (8.63).

**Proof.** Consider the inequality (8.39), where now $f$ is defined by choosing $\sigma = 0$, i.e.,

\[(8.65) \quad f = F^{-2}(|A|^2 - nF^2).\]

$f$ is scale invariant, hence we deduce from (8.60) and Corollary 7.8 on page 32

\[(8.66) \quad f \leq c_0 e^{-\delta \tau} \quad \forall \tau \geq \tau_0.\]

All terms in inequality (8.39) scale like $f$, i.e., they are of order zero. Integrating over $M$, using integration by parts and rescaling the resulting inequality yields the result in view of (8.40) and (8.66). □
Applying now the interpolation inequalities for Sobolev norms, cf. [1, Theorem 4.17], we conclude that $|DA|$ decays exponentially fast in $C^\infty(S^n)$, hence we conclude

8.10. Lemma. There exists positive constants $c$, $\delta$ such that

\begin{equation}
\tilde{F}_{\max} - \tilde{F}_{\min} \leq ce^{-\delta \tau} \quad \forall \tau \geq \tau_0
\end{equation}

and

\begin{equation}
\|D\tilde{F}\| \leq ce^{-\delta \tau} \quad \forall \tau \geq \tau_0.
\end{equation}

Proof. We first estimate the unscaled quantities in $M(t)$

\begin{equation}
F_{\max} - F_{\min} \leq \text{diam } M(t) \sup_{M(t)} \|DF\| \leq c \text{ diam } M \sup_{M(t)} |DA|
\end{equation}

to deduce

\begin{equation}
\tilde{F}_{\max} - \tilde{F}_{\min} \leq c \text{ diam } \tilde{M} \sup_{\tilde{M}(\tau)} |D\tilde{A}|,
\end{equation}

hence the result. Note that

\begin{equation}
|D\tilde{A}|^2 = \Theta^2 g^{ij} \tilde{h}_i^k \Theta h^l_{k; j} \Theta
\end{equation}

and

\begin{equation}
\text{diam } \tilde{M} = \text{diam } M \Theta^{-1} \leq c (\inf_{M(t)} \kappa_1)^{-1} \Theta^{-1} \leq \text{const},
\end{equation}

in view of Myers’ theorem.\hfill \Box

A similar lemma is also valid for the mean curvature:

8.11. Lemma. There exists positive constants $c$, $\delta$ such that

\begin{equation}
\tilde{H}_{\max} - \tilde{H}_{\min} \leq ce^{-\delta \tau} \quad \forall \tau \geq \tau_0.
\end{equation}

We are now ready to prove that the rescaled flow hypersurfaces converge to a sphere, to a geodesic sphere of radius 1.

8.12. Lemma. Let $|D\tilde{u}|$ be defined by

\begin{equation}
|D\tilde{u}|^2 = \sigma^{ij} \tilde{u}_i \tilde{u}_j,
\end{equation}

then there are positive constants $c$ and $\delta$ such that

\begin{equation}
|D\tilde{u}| \leq ce^{-\delta \tau} \quad \forall \tau \geq \tau_0.
\end{equation}
**Proof.** Let us look at the scaled scalar curvature equation in (7.76) on page 33

(8.76) \[ \tilde{u}' = -\tilde{F}\Theta^{-1}\frac{\sin\Theta}{\cos\Theta}v + \tilde{u}. \]

Define

(8.77) \[ \varphi = \log \tilde{u} \]

and

(8.78) \[ w = \frac{1}{2}|D\varphi|^2 = \frac{1}{2}\tilde{u}^{-2}|D\tilde{u}|^2, \]

then

(8.79) \[ \varphi' = -e^{-\varphi}\tilde{F}\Theta^{-1}\frac{\sin\Theta}{\cos\Theta}v + 1, \]

where we note that

(8.80) \[ v^2 = 1 + \frac{1}{\sin^2 u}\sigma^{ij}u_iu_j = 1 + \vartheta(u)^{-2}\sigma^{ij}\varphi_i\varphi_j \]

cf. (7.91) and (7.92) on page 35.

Differentiating now (8.79) with respect to $\varphi^kD_k$ we obtain

(8.81) \[ w' = 2e^{-\varphi}w\tilde{F}\Theta^{-1}\frac{\sin\Theta}{\cos\Theta}v - e^{-\varphi}\tilde{F}\Theta^{-1}\frac{\sin\Theta}{\cos\Theta}v^{-1}\vartheta(u)^{-2}w_k\varphi^k + R, \]

where $R$ decays exponentially in view of (8.68) or other more trivial estimates.

The function

(8.82) \[ w_{\max} = \sup_{\tilde{M}(\tau)} w \]

then satisfies

(8.83) \[ w'_{\max} = 2e^{-\varphi}w_{\max}\tilde{F}\Theta^{-1}\frac{\sin\Theta}{\cos\Theta}v + R \geq 2e^{-\varphi}w_{\max}\tilde{F}\Theta^{-1}\frac{\sin\Theta}{\cos\Theta}v - ce^{-\delta\tau} \]

for almost every $\tau \geq \tau_0$, and we deduce

(8.84) \[ (w_{\max} - \frac{c}{\delta}e^{-\delta\tau})' \geq 2e^{-\varphi}w_{\max}\tilde{F}\Theta^{-1}\frac{\sin\Theta}{\cos\Theta}v. \]

Hence,

(8.85) \[ \lim_{\tau \to \infty} w_{\max} \]
exists and, because of
\begin{equation}
\int_0^\infty 2e^{-\varphi} w_{\max} \tilde{F} \Theta^{-1} \frac{\sin \Theta}{\cos \Theta} v \geq c \int_0^\infty w_{\max},
\end{equation}
we obtain
\begin{equation}
\lim_{\tau \to \infty} w_{\max} = 0,
\end{equation}
from which we conclude further, in view of (8.84),
\begin{equation}
w_{\max}(\tau) \leq \frac{c}{2} e^{-\delta \tau} \quad \forall \tau \geq \tau_0.
\end{equation}
\[\square\]

As a corollary we can prove:

8.13. Corollary. The rescaled flow hypersurfaces converge to the unit sphere in $C^\infty(S^n)$.

Proof. Let $\tilde{u}_k = \tilde{u}(\tau_k, \cdot)$ be a convergent subsequence in $C^\infty(S^n)$, then we deduce from (8.75) that the limit hypersurface is a sphere which is the unit sphere, since the geodesic spheres with radius $\Theta$ intersect the hypersurfaces $M(t) = \text{graph } u$, cf. (6.10) on page 19. Since any convergent subsequence converges to the same limit, the corollary is proved. \[\square\]

Applying now the interpolation inequalities for the $C^m$-norms we can state:

8.14. Theorem. Let $F$ be strictly concave or $F = \frac{1}{n} H$, then the rescaled function $\tilde{u}$ converges in $C^\infty(S^n)$ to the constant function 1 exponentially fast.

Let us finally prove that the rescaled $F$-curvature converges to 1 exponentially fast.

8.15. Lemma. Let $F$ be strictly concave or $F = \frac{1}{n} H$, then
\begin{equation}
\lim_{t \to T^*} F' \Theta = 1.
\end{equation}

Proof. For fixed $0 < t < T^*$ let
\begin{equation}
u(t, \xi_0) = u_{\max}(t).
\end{equation}
Then, by applying the maximum principle, we infer that in that point
\begin{equation}\kappa_i \geq \frac{\cos u}{\sin u}\end{equation}
and hence
\begin{equation}
\limsup_{t \to T^*} \tilde{F}_{\text{max}} \geq 1
\end{equation}
as well as
\begin{equation}
\liminf_{t \to T^*} \tilde{F}_{\text{max}} \geq 1.
\end{equation}
Looking at points \((t, \xi_0)\), where
\begin{equation}
u(t, \xi_0) = u_{\text{min}}(t),
\end{equation}
we deduce the opposite inequalities for \(\tilde{F}_{\text{min}}\) proving the lemma, in view of
the estimate (8.67). \(\Box\)

8.16. **Lemma.** Let \(F\) be strictly concave or \(F = \frac{1}{n}H\), then there exist positive constants \(c, \delta\) such that
\begin{equation}
|\tilde{F}(\tau, \cdot) - 1| \leq ce^{-\delta \tau} \quad \forall \tau \geq \tau_0.
\end{equation}
**Proof.** We use the evolution equation for \(F\). Let
\begin{equation}
\tilde{F} = F \Theta(t, T^*)
\end{equation}
and define
\begin{equation}
\tilde{F}_{\text{max}} = F_{\text{max}} \Theta(t, T^*),
\end{equation}
where
\begin{equation}
F_{\text{max}} = \sup_{M(t)} F.
\end{equation}
Then we deduce from (7.50) on page 31
\begin{equation}
\tilde{F}_{\text{max}}' \leq F^{ij} h_{ki} h_{kj} F_{\text{max}} \Theta^2 \frac{\sin \Theta}{\cos \Theta} - \tilde{F}_{\text{max}}
+ K_N F^{ij} g_{ij} F_{\text{max}} \Theta^2 \frac{\sin \Theta}{\cos \Theta}
\end{equation}
for almost every \(\tau \geq \tau_0\).
We now observe that
\begin{equation}
|\Theta - \sin \Theta| \leq c \Theta^2
\end{equation}
for small \(\Theta\) and that
\begin{equation}
F^{ij} - \frac{1}{n} g^{ij} \leq c \left( \sum_{i < j} (\kappa_i - \kappa_j)^2 \right)^{\frac{1}{2}} g^{ij}
\end{equation}
cf. (8.40), and, in view of Lemma 8.2,

\[(8.102) \quad \frac{1}{n}|A|^2 - F^2 \leq c \sum_{i<j} (\kappa_i - \kappa_j)^2.\]

Hence, we conclude

\[(8.103) \quad \tilde{F}_\text{max}' \leq (\tilde{F}_\text{max}^2 - 1) \tilde{F}_\text{max} + ce^{-\delta \tau} \quad \forall \tau \geq \tau_1,\]

or equivalently,

\[(8.104) \quad (\tilde{F}_\text{max} + \frac{c}{\delta} e^{-\delta \tau})' \leq (\tilde{F}_\text{max}^2 - 1) \tilde{F}_\text{max} \quad \forall \tau \geq \tau_1,\]

where \(\tau_1\) is sufficiently large such that \(\Theta\) is small.

Suppose there exists \(\tau_2 > \tau_1\) such that

\[(8.105) \quad \tilde{F}_\text{max} + \frac{c}{\delta} e^{-\delta \tau} < 1 \]

in \(\tau = \tau_2\), then this inequality is valid in a whole neighbourhood of \(\tau_2\), since \(\tilde{F}_\text{max}\) is Lipschitz continuous, and we deduce from (8.104) that (8.105) is valid for all \(\tau \geq \tau_2\) and

\[(8.106) \quad (\tilde{F}_\text{max} + \frac{c}{\delta} e^{-\delta \tau})' \leq 0 \quad \forall \tau \geq \tau_2\]

leading to the contradiction

\[(8.107) \quad 1 = \lim_{\tau \to \infty} (\tilde{F}_\text{max} + \frac{c}{\delta} e^{-\delta \tau}) \leq \tilde{F}_\text{max}(\tau_2) + \frac{c}{\delta} e^{-\delta \tau_2} < 1.\]

Thus, we conclude

\[(8.108) \quad \tilde{F}_\text{max} - 1 \geq -\frac{c}{\delta} e^{-\delta \tau} \quad \forall \tau \geq \tau_1.\]

Defining

\[(8.109) \quad \tilde{F}_\text{min} = \inf_{M(t)} F\Theta\]

we deduce by an analogous argument

\[(8.110) \quad \tilde{F}_\text{min} - 1 \leq \frac{c}{\delta} e^{-\delta \tau} \quad \forall \tau \geq \tau_1.\]

Combining these two inequalities with inequality (8.67) completes the proof of the lemma. \(\square\)
9. Inverse curvature flows

Let the curvature functions $F$ govern the contracting curvature flows and their inverses $\tilde{F}$ the expanding flows

$$\dot{x} = \tilde{F}^{-1} \nu.$$  

A contracting flow converges to a point $x_0 \in \mathbb{S}^{n+1}$ and are thus staying in the corresponding hemisphere $\mathcal{H}(x_0)$ for $t$ close to $T^*$, i.e., for $t_\delta \leq t < T^*$, and hence the corresponding expanding flow stays in the opposite hemisphere $\mathcal{H}(-x_0)$ for those values of $t$ and converges to the equator. Since the flow is expanding, all flow hypersurfaces therefore stay in $\mathcal{H}(-x_0)$. The respective flow hypersurfaces are related by the Gauß map.

Fix a curvature $F$ to define a contracting flow and write the flow hypersurfaces $M(t)$ as graphs of a function $u$ with respect to geodesic polar coordinates centered in $x_0$ and write the polar hypersurfaces $M(t)^*$, which are the flow hypersurfaces of the corresponding inverse curvature flow, as graphs of a function $u^*$ with respect to geodesic polar coordinates centered in $-x_0$. This coordinate system will cover the inverse curvature flow in the interval $[t_\delta, T^*)$. Then we have:

9.1. Lemma. The functions $u, u^*$ satisfy the relations

$$u_{\text{max}} = \frac{\pi}{2} - u^*_{\text{min}} \quad \forall t \in [t_\delta, T^*)$$

and

$$u_{\text{min}} = \frac{\pi}{2} - u^*_{\text{max}} \quad \forall t \in [t_\delta, T^*).$$

Proof. Let $S_r(x_0)$ be a geodesic sphere around $x_0$ of radius $r$ and

$$S_r^*(x_0) = S_{r^*}(-x_0)$$

be the polar sphere, then

$$\frac{\cos r}{\sin r} = \frac{\sin r^*}{\cos r^*},$$

hence

$$r = \frac{\pi}{2} - r^*.$$  

Since the polar sets of convex bodies $\hat{M}_i, i = 1, 2$, satisfy

$$\hat{M}_1 \subset \hat{M}_2 \quad \implies \quad \hat{M}_2^* \subset \hat{M}_1^*,$$
cf. [10, Corollary 9.2.10], we immediately deduce the relations (9.2) and (9.3) from (9.7).

9.2. Corollary. There exists a positive constant $c$ such that
\begin{equation}
(9.8) \quad c^{-1} \leq w = \left( \frac{\pi}{2} - u^* \right) \Theta^{-1} \leq c \quad \forall t \in [t_\delta, T^*].
\end{equation}

9.3. Lemma. Let
\begin{equation}
(9.9) \quad |Dw|^2 = \sigma^{ij} w_i w_j,
\end{equation}
then there exists a positive constant such that
\begin{equation}
(9.10) \quad |Dw|^2 \leq c \quad \forall t \in [t_\delta, T^*).
\end{equation}

Proof. Let $v$ be defined by
\begin{equation}
(9.11) \quad v^2 = 1 + \frac{1}{\sin^2 u^*} \sigma^{ij} u^*_i u^*_j,
\end{equation}
then
\begin{equation}
(9.12) \quad v \leq e^{\bar{\kappa} (u^*_{\max} - u^*_{\min})} \quad \forall t \in [t_\delta, T^*),
\end{equation}
where $\bar{\kappa}$ is a positive upper bound for the principal curvature of the slices $\{x^0 = \text{const}\}$ that intersect The flow hypersurfaces, cf. [10, inequality (2.7.83)], hence we conclude that for fixed $t$
\begin{equation}
(9.13) \quad \frac{1}{\sin^2 u^*} \sigma^{ij} u^*_i u^*_j = v^2 - 1 \leq e^{2\bar{\kappa} (u^*_{\max} - u^*_{\min})} - 1 \\
\leq c \sup_{M(t)} \frac{\cos u^*}{\sin u^*} (u^*_{\max} - u^*_{\min}) \leq c \Theta^2,
\end{equation}
in view of (9.8), hence the result.

The inverse curvature flow exists in the interval $[0, T^*)$ and is smooth. In order to prove this, we choose a point $y_0 \in \hat{M}_0^*$ as the center of a geodesic polar coordinate system, then this system covers the whole flow, since the flow hypersurfaces are boundaries of strictly convex bodies. We have $C^0$ and $C^1$-estimates, cf. (9.12), as well as $C^2$-estimates. Furthermore, $\tilde{F}$ is strictly positive on compact subintervals of $[0, T^*)$, hence the flow is smooth on compact subintervals.

For the rescaling process we may therefore restrict our attention to the interval $[t_\delta, T^*)$, where we can write the flow hypersurfaces as graphs in the coordinate system centered at $-x_0$. For $u^*$ we have the estimates (9.8) and
Using then similar arguments as in the proofs of Lemma 7.6 on page 30 and Theorem 7.12 on page 35 we conclude:

9.4. **Theorem.** Let \( u^* \) represent an inverse curvature curvature flow in \( S^{n+1} \) in the geodesic polar coordinate system specified above, where the curvature function and its inverse are both monotone and concave, then \( u^* \) converges to the constant function \( \frac{\pi}{2} \) in \( C^\infty(S^n) \) such that for any \( m \in \mathbb{N} \) the estimate

\[
(9.14) \quad |\frac{\pi}{2} - u^*|_{m,S^n} \leq c_m \Theta \quad \forall t \in [0, T^*)
\]

is valid. The rescaled functions

\[
(9.15) \quad w = (\frac{\pi}{2} - u^*)\Theta^{-1}
\]

are uniformly bounded in \( C^\infty(S^n) \). When the curvature function \( F \) of the corresponding contracting flow is strictly concave, or when \( F = \frac{1}{n} H \), then \( w(\tau, \cdot) \) converges in \( C^\infty(S^n) \) to the constant function 1 exponentially fast.
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