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Chapter 1

General remarks

1.1 Introduction

1.1.1 Definition. Let ⌦ ⇢ Rn be open. A partial di↵erential equation
(PDE) of p-th order is an equation of the form

F (x, (D↵u(x))|↵|p

) = 0, x 2 ⌦, ↵ 2 Nn, D↵u =
@|↵|u

@x↵1
1 · · · @x↵n

n

.

1.1.2 Definition. A PDE is called quasilinear, if

F (·, u,Du, ...,Dpu) = 0

is linear in the highest derivative, i.e.
X

|↵|=p

a
↵

(·, u, ..., Dp�1u)D↵u+ a(·, u, ..., Dp�1u) = 0.

1.1.3 Definition. Let ⌦ ⇢ Rn be open. A linear di↵erential operator of
second order is a map L : C2(⌦) ! C0(⌦) of the form

Lu = �aij(·)u
ij

+ bi(·)u
i

+ c(·)u
⌘ Au+Bu+ Cu.

A is called main term of L. The symbol of L in x 2 ⌦ in direction ⇠ 2 Rn

is defined by
�(L;x, ⇠) := aij(x)⇠

i

⇠
j

.

1.1.4 Remark. For u 2 C2(⌦) there holds

aiju
ij

=
1

2
(aij + aji)u

ij

+
1

2
(aij � aji)u

ij

=
1

2
(aij + aji)u

ij

+
1

2
(aiju

ij

� ajiu
ji

)

=
1

2
(aij + aji)u

ij

Thus we may suppose that aij is symmetric.
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1.2 Examples in R2

1.2.1 u
x

= 0.

u
x

(x, y) = 0

) 0 =

Z
x

x0

u
t

(t, y)dt = u(x, y)� u(x0, y)

) u(x, y) = �(y).

Thus the general solution of u
x

= 0 is given by the set of functions being
independent of x.

1.2.2 Polar coordinates

In polar coordinates
x = r cos!

y = r sin!

for u
!

= 0 one obtains the so-called radially symmetric functions � = �(r).

1.2.3 u
xy

= 0.

If u 2 C2(⌦) and ⌦ is convex, we get u
x

(x, y) = �̃(x)

)
Z

x

x0

u
t

(t, y)dt =

Z
x

x0

�̃(t)dt

) u(x, y) = �(x) +  (y).

1.2.4 u
xy

= f.

As above we find

u(x, y) =

Z
x

x0

Z
y

y0

f + �(x) +  (y).

Notice: The general solution of an inhomogeneous linear PDE is given by
the sum of a special solution and the general solution of the homogeneous
equation.

1.2.5 The wave equation

u
xx

� u
yy

= 0, u 2 C2(⌦).
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Using the global linear coordinate transformation � = �(x, y),

⇠ = x+ y

⌘ = x� y

ũ := u � ��1

we obtain

u
x

= ũ
⇠

� �+ ũ
⌘

� �
) u

xx

= (ũ
⇠⇠

+ 2ũ
⌘⇠

+ ũ
⌘⌘

) � �

as well as

u
y

= (ũ
⇠

� ũ
⌘

) � �
) u

yy

= (ũ
⇠⇠

� 2ũ
⇠⌘

+ ũ
⌘⌘

) � �.

Thus
0 = u

xx

� u
yy

= 4ũ
⇠⌘

� �
implying

ũ
⇠⌘

� � = 0.

From the previous examples it follows

ũ(⇠, ⌘) = �(⇠) +  (⌘)

and
u(x, y) = �(x+ y) +  (x� y).

1.2.6 u
xx

� c�2u
yy

= 0, c 6= 0.

As above we obtain

u(x, y) = �(x+ cy) +  (x� cy).

1.2.7 Laplace equation

The so-called Laplace operator in Rn is defined by

�u =
nX

i=1

@2u

@x2
i

.

Functions satisfying �u = 0 in ⌦ are called harmonic functions.

3



1.3 The Euler-Lagrange equations of the calculus
of variations

1.3.1 Lemma (Fundamental lemma). Let ⌦ ⇢ Rn be open, f 2 L1
loc

(⌦)
and let

8⌘ 2 C1
c

(⌦) :

Z

⌦
f⌘ = 0.

Then there holds
f = 0 a.e.

Proof. Wlog let ⌦ b Rn and f 2 L1(⌦). Let

g(x) =

(
f(x)
|f(x)| , f(x) 6= 0

0 otherwise

Then
81  p < 1 : g 2 Lp(⌦).

Choose ⌘
✏

! g in L1(⌦), ⌘
✏

2 C1
c

(⌦) and wlog ⌘
✏

! g a.e. Let

✓̃(t) =

8
><

>:

t, |t|  2

�2, t < �2

2, t > 2.

Then
⌘̃
✏

:= ✓̃ � ⌘
✏

! g a.e.

Let ✓̃
↵

be the mollification of ✓̃, the for x 2 ⌦ and ⌘̃↵
✏

:= ✓̃
↵

� ⌘
✏

we have

|⌘̃↵
✏

(x)� g(x)|  |⌘̃↵
✏

(x)� ✓̃ � ⌘
✏

(x)|+ |✓̃ � ⌘
✏

(x)� g(x)|.
Using k⌘̃↵

✏

k1  k✓̃k1  2 we find

0 =

Z

⌦
f ⌘̃↵

✏

!
Z

⌦
fg =

Z

⌦
|f |.

1.3.2 Theorem. Let ⌦ b Rn and K ⇢ C1(⌦̄), F 2 C1(⌦̄ ⇥ R ⇥ Rn), as
well as u 2 K be a solution of the variational problem

J(v) =

Z

⌦
F (·, v,Dv) ! min, v 2 K. (1.1)

Then there hold

(i) 8⌘ 2 C1
c

(⌦) 9✏0 > 0 8|✏| < ✏0 : u+ ✏⌘ 2 K

) 0 =

Z

⌦
F
u

⌘ + F
piDi

⌘.

(ii)If furthermore u 2 C2(⌦), F 2 C2(⌦̄⇥ R⇥ Rn) and ⌦ 2 C1,we obtain

�D
i

(F
pi) + F

u

= 0. (1.2)
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Proof. (i) �(✏) := J(u+ ✏⌘)

) � 2 C1(�✏0, ✏0)

and

�0(✏) =
R
⌦ F

u

(·, u+ ✏⌘, Du+ ✏D⌘)⌘ + F
pi(·, u+ ✏⌘, Du+ ✏D⌘)D

i

⌘

) 0 = �0(0) =

Z

⌦
F
u

(·, u,Du)⌘ + F
pi(·, u,Du)D

i

⌘. (1.3)

(ii) Partial integration.

1.3.3 Remark.

(i) The expression �0(0) in (1.3) is called 1. variation of J at 0 in direction
⌘. We also write �J(u; ⌘).
(ii) The equation (1.2) is called Euler-Lagrange equation of the problem
(1.1).

1.3.4 Example. Plateau’s problem, minimal surface equation

Let ⌦ b Rn, ⌦ 2 C1 and � := {(x, (x)) : x 2 @⌦}. Let u 2 C1(⌦̄), u|@⌦ =
 . We define

J(u) := |graph u| =
Z

⌦

p
1 + |Du|2

and consider the variational problem

J(v) ! min, v 2 K = {v 2 C1(⌦̄) : v|@⌦ =  }. (1.4)

Let u 2 K be a solution of (1.4). Then by the previous theorem

�J(u; ⌘) =

Z

⌦

Du ·D⌘p
1 + |Du|2 .

The corresponding Euler-Lagrange equation is

�div

 
Dup

1 + |Du|2

!
= 0.

This di↵erential operator is called minimal surface operator.
Call this operator A. We have shown, that the variational problem leads
to a so-called Dirichlet problem, a boundary value problem with prescribed
boundary values,

Au = 0 in ⌦

u =  on @⌦.
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1.4 Natural boundary conditions

1.4.1 Example. The capillarity problem

Let ⌦ b Rn, ⌦ 2 C1. On the set K = C1(⌦̄) we consider the functional

J(v) =

Z

⌦

p
1 + |Dv|2 + 

2

Z

⌦
v2 +

Z

@⌦
�v ! min, (1.5)

 2 R, � 2 C0(@⌦). Let u 2 K be a solution, so

8⌘ 2 K : �J(u; ⌘) = 0.

An easy calculation shows

�J(u; ⌘) =
R
⌦

D

i
up

1+|Du|2
D

i

⌘ +
R
⌦ u⌘ +

R
@⌦ �⌘ = 0

Now let u 2 C2(⌦̄), ⌘ 2 C1
c

(⌦), then we have

Au+ u = 0 in ⌦,

where A is the minimal surface operator. This equation is called capillarity
equation.
Now we also admit ⌘ 2 C1(⌦̄) and find after partial integration

8⌘ 2 C1(⌦) : 0 =
R
⌦(Au+ u)⌘ +

R
@⌦

✓
Diu⌫

ip
1+|Du|2

+ �

◆
⌘.

We want to show that

8⌘ 2 C0(@⌦) : 0 =

Z

@⌦

 
D

i

u⌫ip
1 + |Du|2 + �

!
⌘ (1.6)

and need the

Theorem. Let ⌘ 2 C0(@⌦), then there exist ⌘
✏

2 C1
c

(Rn), such that

⌘
✏

! ⌘ uniformly on @⌦.

Proof. Tietze-Urysohn implies the existence of ⌘̃ 2 C0
c

(Rn), such that ⌘̃|@⌦ =
⌘. The convolutional sequence ⌘̃

✏

satisfies the desired properties.

Thus for we have (1.6)

0 =
R
@⌦

✓
Diu⌫

ip
1+|Du|2

+ �

◆
⌘
✏

! R
@⌦

✓
Diu⌫

ip
1+|Du|2

+ �

◆
⌘
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Choose ⌘ := Diu⌫
ip

1+|Du|2
+ �, then

� D
i

u⌫ip
1 + |Du|2 = �.

As a necessary condition we obtain |�| < 1.
We have thus solved a Neumann boundary value problem, asking for certain
boundary derivatives.

Au+ u = 0 in ⌦

� D
i

u⌫ip
1 + |Du|2 + � = 0 on @⌦.

Note, that this is not the normal derivative @u

@⌫

, but the so-called conormal
derivative, arising naturally from the variational problem.
Generally let Au = �D

i

(ai(·, u,Du)) be an operator, then we call �a
i

⌫i

the conormal of A. Dirichlet boundary conditions are sometimes also called
boundary conditions of first kind, Neumann boundary conditions boundary
conditions of second kind.

1.5 Variational problems under side conditions

Consider

J(v) =

Z

⌦
F (·, v,Dv) ! min (1.7)

over the set

K = {v 2 C1(⌦̄) : H(v) =

Z

⌦
h(·, v,Dv) = 0, v|@⌦ = b}.

Here we have F, h 2 Cp(⌦̄⇥ R⇥ Rn), p � 1. Such a side condition is called
isoperimetric side condition. Let u be a solution and ⌘, ⇣ 2 C1

c

(⌦), ✏1, ✏2 2
R. Set

�(✏1, ✏2) = J(u+ ✏1⌘ + ✏2⇣)

 (✏1, ✏2) = H(u+ ✏1⌘ + ✏2⇣)

If D (0, 0) 6= 0, then, using Analysis II, there exists a Lagrange multiplier
� 2 R such that

D�(0, 0) + �D (0, 0) = 0.

We have
D�(0, 0) = (�J(u; ⌘), �J(u; ⇣))
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and

D (0, 0) = (�H(u; ⌘), �H(u; ⇣)).

It follows

�J(u; ⌘) + ��H(u; ⌘) = 0

and �J(u; ⇣) + ��H(u; ⇣) = 0.

1.5.1 Theorem. Let u be a solution of the variational problem (1.7) and
suppose

9⌘ 2 C1
c

(⌦) : �H(u; ⌘) 6= 0.

Then
9!� 2 R 8⌘ 2 C1

c

(⌦) : �J(u; ⌘) + ��H(u; ⌘) = 0.

Proof. Let ⇣ 2 C1
c

(⌦) : �H(u; ⇣) 6= 0. Furthermore let ⌘, ⌘̃ 2 C1
c

(⌦).
Then there exist �, µ 2 R :

�J(u; ⌘) + ��H(u; ⌘) = 0

�J(u; ⇣) + ��H(u; ⇣) = 0 and

�J(u; ⌘̃) + µ�H(u; ⌘̃) = 0

�J(u; ⇣) + µ�H(u; ⇣) = 0

�H(u; ⇣) 6= 0 ) � = µ.

1.5.2 Remark. Let ⌦ b Rn, ⌦ 2 C1 and u, h 2 C2(⌦̄), then there holds:

9⇣ 2 C1
c

(⌦) : �H(u; ⇣) 6= 0 , �D
i

(h
pi(·, u,Du)) + h

u

(·, u,Du) 6= 0.

1.5.3 Example. Let ⌦ b Rn, ⌦ 2 C1. Consider the variational problem

J(v) =

Z

⌦

p
1 + |Dv|2 ! min (1.8)

over the set K = {v 2 C1(⌦̄) : v|@⌦ = � ^ R⌦ v = V }.
This means, that we minimize the surface area at prescribed volume and
fixed boundary values.

h(v) := v � 1

|⌦|V ) 8v 2 K :

Z

⌦
h(v) = 0

and
h
v

= 1 6= 0.
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Let u 2 C2(⌦̄) be a solution of (1.8).

) 9� 2 R : �J(u; ⌘) + �H(u; ⌘) = 0

and thus

Au+ � = 0 in ⌦

u|@⌦ = �

1.5.4 Example. Let ⌦ b Rn and ⌦ 2 C1.

J(v) =
1

2

Z

⌦
|Dv|2 ! min

over K = {v 2 C2(⌦̄) : v|@⌦ = 0 ^ 1
2

R
⌦ v2 = 1}.

h(v) =
1

2
v2 ) h

v

(v) = v.

Let u be a solution of
J(v) ! min

) u 6= 0

) h
v

(u) = u 6= 0

) 9� 2 R : ��u = �u.

9



Chapter 2

The maximum principle

2.1 Linear elliptic operators of second order

2.1.1 Definition. A linear di↵erential operator of second order L is called
elliptic in x 2 ⌦, if

9� = �(x) > 0 8⇠ 2 Rn : �(L;x, ⇠) � �|⇠|2.

L is called elliptic in ⌦, if L is elliptic in every x 2 ⌦.
L is called uniformly elliptic, if aij 2 L1(⌦) and

9� > 0 8x 2 ⌦ 8⇠ 2 Rn : �(L;x, ⇠) � �|⇠|2.

2.1.2 Remark. (Operators in divergence form)
Operators of the form

Lu = �D
i

(ai(x, u,Du)) + a(x, u,Du)

are named in correspondence to 2.1.1, if the corresponding properties are
fulfilled by aij = @a

i

@uj
.

2.1.3 Proposition. (Coordinate transformation)
Let L be a linear di↵erential operator of second order in ⌦ and x̃ 2 Di↵2(⌦, ⌦̃),
then in the new coordinates L has the form

L̃ = �ãijD̃
i

D̃
j

+ b̃iD̃
i

+ c̃,

where

ãij = (akl
@x̃i

@xk
@x̃j

@xl
) � x̃�1,

b̃i = (bk
@x̃i

@xk
+ akl

@2x̃i

@xk@xl
) � x̃�1,

c̃ = c � x̃�1.
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Proof. Let ũ : ⌦̃ ! R be defined by ũ(x̃) = u�x̃�1, such that u(x) = ũ(x̃(x)).

u
i

= ũ
k

@x̃k

@xi

) u
ij

= ũ
kl

@x̃k

@xi
@x̃l

@xj
+ ũ

k

@2x̃k

@xi@xj

) Lu = aiju
ij

+ biu
i

+ cu

= aij ũ
kl

@x̃k

@xi
@x̃l

@xj
+ aij ũ

k

@2x̃k

@xi@xj

+ biũ
k

@x̃k

@xi
+ cũ,

where aij , bi and c are evaluated in ⌦ and ũ in ⌦̃.
Thus we have

L̃ũ(x̃) = Lu � x̃�1 = ãklũ
kl

+ b̃kũ
k

+ c̃ũ.

2.1.4 Remark. A di↵erential operator in divergence form

Lu = �D
i

(aiju
j

) = �div(A ·Du),

where (xi) are Euclidian coordinates, transforms like

L̃ũ = � 1p
g̃

@

@x̃i
(
p
g̃ãij ũ

j

),

where g̃
ij

= �
kl

@x

k

@x̃

i
@x

l

@x̃

j , g̃ = det(g̃
ij

) and ãij = akl @x̃
i

@x

k
@x̃

j

@x

l .

2.1.5 Example. (Straightening the boundary)
Let ⌦ 2 C2. Write @⌦ locally as a C2-function, i.e. for every y0 2 @⌦ there
is a neighbourhood U = U(y0), a coordinate system x 2 C2(U, x(U)), which
arises from Euclidian coordinates by a permutation of {1, . . . , n}, as well as
a � 2 C2(x̂(U)), such that

x(@⌦ \ U) = {(x̂,�(x̂)) : x̂ 2 x̂(U)},

x̂ = (x1, ..., xn�1). Let V := x̂(U) and define a transformation

x̃ : V ⇥ R ! x̃(V ⇥ R)

81  i  n� 1: x̃i = xi,

x̃n = �(x̂)� xn.
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Then one obtains
x̃(�) ⇢ {x̃n = 0},

where � = �(V ). Then x̃ is a C2-di↵eomorphism with det(@x̃
@x

) = �1. Thus
a divergence form equation transforms like

�D
i

(ai) = � @

@x̃i
(ak

@x̃i

@xk
� x̃�1) = � @

@x̃i
(ãi).

There holds x̃(x(@⌦ \ U)) = {x̃n = 0}. Thus

x̃n(x) : V ⇥ R ! x̃n(V ⇥ R)

has x(@⌦ \ U) as a hypersurface, which is why the normal has, in x-
coordinates, the form

⌫
i

= ± (@x̃
n

@x

i )p
1 + |D�|2 .

It follows:

2.1.6 Theorem. Let ⌦ be a domain with @⌦ 2 Cm,↵, m � 2, 0  ↵  1.
Then

8x0 2 @⌦ 9U 2 U(x0) 9x̃ 2 Di↵m,↵(U,B1(0)) :

x̃(U \ ⌦) = B+
1 (0),

x̃(U \ @⌦) = B1(0) \ {x̃n = 0}.
A PDE of the form

�aiju
ij

+ biu
i

+ cu = 0,

�D
i

(ai(x, u,Du)) + a(x, u,Du) = 0

respectively, transforms into one of the same structure in B+
1 (0).

This also holds, if the coe�cients only depend on (x,Du).

2.1.7 Remark. Let ⌦ ⇢ Rn and x̃ 2 Di↵2(⌦̄, x̃(⌦̄)). Then there holds:
If L is elliptic in any sense, this also holds for L̃.

Proof. The proof is valid for both kinds of operators. The main term trans-
forms like

ãij = akl
@x̃i

@xk
@x̃j

@xl

) ãij⇠
i

⇠
j

= akl(
@x̃i

@xk
⇠
i

)(
@x̃j

@xl
⇠
j

) ⌘ akl⌘
k

⌘
l

� �|⌘|2.

Since @x̃

@x

is uniformly invertible due to x̃ 2 Di↵2(⌦̄, x̃(⌦̄)), we obtain

|⌘| � c|⇠|.

12



2.1.8 Proposition. Let L be elliptic in x0 2 ⌦. Then there is an orthogonal
transformation O, such that the main term of L̃ has, with respect to Ox, in
Ox0 the form

�
X

i

�iu
ii

,

where �i > 0.

Proof. Diagonalize the bilinear form aij(x0) using an orthogonal transfor-
mation O = (Oi

j

), i.e.

Oi

k

aklOj

l

= diag(�1, . . . ,�n),

where the �i are the eigenvalues of the positive definite matrix aij(x0). Then
the global coordinate transformation

x̃(x) = Ox

will yield the desired representation.

2.2 The maximum principle and applications

2.2.1 Lemma. Let L = �aijD
i

D
j

+ biD
i

be elliptic in ⌦ ⇢ Rn. Let u 2
C2(⌦) and suppose u attains a relative maximum in x0 2 ⌦. Then

Lu(x0) � 0.

Proof. There holds Lu(x0) = �aiju
ij

(x0).

B := (u
ij

(x0))  0, A := (�aij(x0)) < 0.

) Lu(x0) = tr(AB) = tr(O⇤ABO) = tr(O⇤AOO⇤BO).

Choose O such that O⇤BO = diag(µ
i

), µ
i

 0. Furthermore there holds
(O⇤AO)ii < 0.

) Lu(x0) =
X

i

(O⇤AO)iiµ
i

� 0.

2.2.2 Corollary. Let u 2 C2(⌦) and Lu < 0 in ⌦, where Lu = �aiju
ij

+biu
i

is elliptic. Then u does not attain a relative maximum in ⌦.

2.2.3 Lemma. (E.Hopf)
Let B0 ⇢ Rn be a ball with radius r0 and x0 2 @B0.
Let L = �aijD

i

D
j

+biD
i

be uniformly elliptic in B0 with bounded coe�cients
aii, bi. Let u 2 C2(B0) \ C0(B0 [ {x0}) satisfy

Lu  0 in B0 ^ 8x 2 B0 : u(x) < u(x0).

13



Then there holds

@u

@⌫
(x0) := lim inf

t%0

u(x0 + t⌫)� u(x0)

t
> 0,

where ⌫ is the outer normal to B0 in x0.

Proof. Let wlog B1 = B
r1(0) be an inner ball touching x0 and B2 = B

r2(0)
be a concentric ball. B0 := B1\B2. We aim to find a function h in B0 such
that

Lh < 0,

@h

@⌫
(x0) < 0

and
h(x0) = 0.

For v = u+ h we want
sup
B

0
v = u(x0)

to hold.
Then we had @v

@⌫

(x0) � 0 and thus @u

@⌫

(x0) > 0. We define

�(x) := e�↵|x|2 � e�↵r

2
1 , x 2 B0, ↵ > 1.

) � > 0 in B1 and �|@B1
⌘ 0.

There holds
D

i

�(x) = �2↵e�↵|x|2x
i

and
D

i

D
j

� = (4↵2x
i

x
j

� 2↵�
ij

)e�↵|x|2 .

L�(x) = �aijD
i

D
j

�(x) + biD
i

�(x)

= (�(4↵2aijx
i

x
j

� 2↵ai
i

)� 2bix
i

↵)e�↵|x|2

 �(4↵2�|x|2 � 2↵ai
i

� 2|bi|r1↵)e�↵|x|2

 �(4↵2�r22 � 2↵ai
i

� 2|bi|r1↵)e�↵|x|2

< 0,

if ↵ is large enough.

@�

@⌫
(x0) = D

i

�(x0)
xi0
|x0| < 0.

Set h := ✏� for an ✏ yet to be determined.

v := u+ h ) Lv < 0 in B0

14



and h fulfills the first three conditions.
We now show, that for small ✏ there holds

sup
B

0
v = v(x0).

We know that sup
B

0 v = sup
@B

0 v. On @B1 we have v = u, and thus

sup
@B1

v = u(x0) = v(x0).

Furthermore there holds

sup
@B2

u < u(x0)� �,

� small. Choose
✏ < �,

to obtain the claim.

2.2.4 Theorem. (Strong maximum principle)
Let ⌦ ⇢ Rn be a domain and

L = �aijD
i

D
j

+ biD
i

+ c, c � 0

be locally uniformly elliptic with locally bounded coe�cients aii, bi. Let u 2
C2(⌦) and Lu  0, then u does not attain a positive maximum in ⌦, if u is
not constant.

Proof. Suppose, x0 2 ⌦ and 8x 2 ⌦ : u(x)  u(x0), as well as � := u(x0) >
0.

M := {u = �} ⇢ ⌦.

) M 6= ;, M closed in ⌦.

If M was not open, then

9x1 2 M 9r0 > 0: B
r0(x1) \ ⌦\M 6= ; ^ u|B3r0

� �

2
.

Let x2 2 B
r0(x1) \ ⌦\M.

) d(x2,M) =: r1 > 0 ^ r1 = |x2 � x̄0|, x̄0 2 @M.

There holds r1 < r0 and B
r1(x2) ⇢ ⌦\M , as well as B

r1(x2) ⇢ B3r0(x1).

) u|Br1
� 0.

L0u := Lu� cu  0 in B
r1(x2). Thus L

0, u, x̄0, Br1(x2) satisfy the conditions
of the Hopf lemma.

) @u

@⌫
(x̄0) > 0 = Du(x̄0),

a contradiction.
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2.2.5 Theorem.

Under the same conditions as in 2.2.4,
(i) a function u 2 C2(⌦) satisfying Lu � 0 in ⌦ does not attain a negative
minimum, unless it is constant and
(ii) if u 2 C2(⌦) is a solution of �aiju

ij

+ biu
i

= 0, then

inf
@⌦

u  u  sup
@⌦

u

and equality holds in an x 2 ⌦, if and only if u is constant.

Proof. (i) follows using u ! �u from 2.2.4.
(ii) In case c = 0 you may conclude as in the proof of 2.2.4, where L0 = L
and one does not need the positivity of �.

2.2.6 Lemma. (Comparison lemma)
Let L satisfy the conditions of 2.2.4 and let u, v 2 C2(⌦)\C0(⌦̄) satisfy the
inequality

Lu � Lv,

then we have
min(0, inf

@⌦
u� v)  u� v in ⌦

and
v � u  max(0, sup

@⌦
v � u) in ⌦.

Proof. Set � := u� v ) L� � 0. Apply the preceeding theorem to �.

2.2.7 Definition. (Interior sphere conditions, ISC)
Let ⌦ ⇢ Rn be open. We say, ⌦ satisfies an interior sphere condition, ISC,
with radius R, if

9R > 0 8x 2 @⌦ 9x0 2 ⌦ : B
R

(x0) ⇢ ⌦ ^ ¯B
R

(x0) \ @⌦ = {x}.

2.2.8 Example.

⌦ b Rn, @⌦ 2 C2 ) ⌦ satisfies an ISC.

Proof. Exercise.

2.2.9 Proposition. Let L as in 2.2.4. Let ⌦ b Rn be connected and satisfy
an ISC, then the solutions u 2 C2(⌦) \ C1(⌦) of

Lu = �aiju
ij

+ biu
i

= f in ⌦

�@u
@⌫

= � on @⌦

are unique up to an additive constant.
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Proof. Since this is a linear boundary value problem, all you have to show
is, that solutions of the homogeneous problem are constant.
If u 6= const, then we had

sup
⌦

u = u(x0) > u|⌦, x0 2 @⌦,

using the maximum principle. Choose an inner ball touching x0, then by
the Hopf lemma we obtain �@u

@⌫

(x0) < 0.

2.2.10 Definition. Let ⌦ ⇢ Rn be open and F = F (x, u, p, w) 2 C1(⌦ ⇥
R⇥ Rn ⇥ Rn

2
). F is called elliptic in (x, u, p, w), if

F ij :=
@F

@w
ij

is positive definite in (x, u, p, w).

2.2.11 Example. (Monge-Ampére-operator)
Let M = Mn be a Riemannian manifold with metric (g

ij

), u 2 C2(M) and

F =
det(ug

ij

+ u
ij

)

det(g
ij

)
> 0.

) F ij = F g̃kl
@g̃

kl

@u
ij

= F g̃ij , g̃
ij

:= ug
ij

+ u
ij

.

Thus, F is elliptic if and only if g̃ij > 0.

2.2.12 Lemma. Let ⌦ ⇢ Rn be open. Let F = F (x, u, p, w) be a uniformly
elliptic di↵erential operator of second order, F 2 C1(⌦⇥R⇥Rn⇥Rn

2
) with

F
u

� 0. Let u, v 2 C2(⌦) \ C0(⌦) satisfy the inequality

F (·, v,Dv,�D2v) � F (·, u,Du,�D2u),

then
v � u � min(0, inf

@⌦
(v � u)).

Proof. Apply the main theorem of calculus.

0  F (·, v,Dv,�D2v)� F (·, u,Du,�D2u)

=

Z 1

0

d

dt
F (·, z

t

, Dz
t

,�D2z
t

), z
t

= tv + (1� t)u

=

Z 1

0

@F

@u
(v � u) +

@F

@p
i

D
i

(v � u)� @F

@w
ij

D
ij

(v � u)dt

= (

Z 1

0

@F

@u
dt)(v � u) + (

Z 1

0

@F

@p
i

dt)D
i

(v � u)� (

Z 1

0

@F

@w
ij

dt)D
ij

(v � u)

Using 2.2.4 and its corollaries we obtain the claim.
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2.2.13 Corollary. Let ⌦ ⇢ Rn be open. Let L be the quasilinear operator

Lu = �aij(x,Du)u
ij

+ a(x, u,Du)

with coe�cients aij 2 C0(⌦ ⇥ Rn), @a
ij

@pk
2 C0(⌦ ⇥ Rn), a 2 C0(⌦ ⇥ R ⇥

Rn), @a
@u

, @a

@pi
2 C0(⌦ ⇥ R ⇥ Rn). Let L be uniformly elliptic and let @a

@u

� 0.
Then for u, v with Lu = Lv we have

|u� v|  sup
@⌦

|u� v|.

The boundary value problem

Lu = f

u|@⌦ = �

(2.1)

thus has at most one solution.

2.3 C0-estimates for quasilinear PDE

2.3.1 Theorem. Let ⌦ b Rn and u 2 C2(⌦) \ C0(⌦̄) be a solution of

�aij(x,Du)u
ij

+ a(x, u,Du) = f

u|@⌦ = �, (2.2)

f 2 C0(⌦̄), � 2 C0(@⌦). Let

aij 2 C0(⌦⇥ Rn),
@aij

@p
k

2 C0(⌦⇥ Rn)

and
9�, µ > 0 8x 2 ⌦ 8⇠ 2 Rn : �|⇠|2  aij(x)⇠

i

⇠
j

 µ|⇠|2.
Let

a,
@a

@u
,
@a

@p
i

2 C0(⌦̄⇥ R⇥ Rn),
@a

@u
� 0,

and
|a(x, u, p)|  c(1 + |p|).

Then there hold
|u|0,⌦  |�|0,@⌦ + c|f |0,

if
|a(x, 0, p)|  |p|,

and
|u|0,⌦  |�|0,@⌦ + c(1 + |f |0), otherwise.
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Proof. Let 8x 2 ⌦̄ : �d  x1  d. We construct functions ��, �+ 2 C2(⌦)\
C0(⌦), such that

L�+ � f and �+|@⌦ � �,

and analogueously with reversed inequalities for ��. Using the comparison
principles then it follows

��  u  �+. (2.3)

Case 1: |a(x, 0, p)|  c|p|.
Let ↵ > 0, define

�+(x) := |�|0,@⌦ + (e↵d � e↵x1)|f |0,⌦.

) �+1 (x) = �↵e↵x1 |f |0,⌦ ^ �+11(x) = �↵2e↵x1 |f |0,⌦.

L�+(x) = ↵2a11(x)e↵x1 |f |0,⌦ + a(x, �+(x), D�+(x))

� ↵2a11(x)e↵x1 |f |0,⌦ + a(x, 0, D�+(x))

� ↵2a11(x)e↵x1 |f |0,⌦ � c|D�+(x)|
� ↵e↵x1 |f |0,⌦(↵a11(x)� c) � |f |0,⌦,

for large ↵. Set �� := ��+, thus it follows (2.3) and with the special choice
of �+ we obtain the claim.
Case 2: Define �+(x) := |�|0,@⌦ + (e↵d � e↵x1)(1 + |f |0,⌦) and �� as above.
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Chapter 3

Schauder estimates

3.1 Potentials

3.1.1 Definition. (i) The functions

�(r) :=

(
1

r

n�2 , n � 3

log(r), n = 2

are called Newton potentials in Rn.
(ii) Let ⌦ ⇢ Rn and ⇢ 2 L1(⌦), then its so called volume potential is defined
by

u(x) :=

Z

⌦
�(|x� y|)⇢(y)dy.

3.1.2 Remark. An easy calculation shows, that the Newton potential is
for r = |x � y| radially symmetric around y and harmonic in Rn\{y} with
respect to x.

3.1.3 Lemma. Let E ⇢ Rn be measurable and |E| < 1. Then

8x 2 Rn :

Z

E

1

|x� y|n�↵

dy  !
n

↵
n

✓ |E|
!
n

◆↵
n

,

where n � 2, 0 < ↵ < n, !
n

= |B
n

|.

Proof. Let R =
⇣
|E|
!n

⌘ 1
n
, then |B

R

(x)| = |E|.
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Let B̃ = E \B
R

and r = |x� y|. Then
Z

E

1

rn�↵

dy =

Z

B̃

1

rn�↵

dy +

Z

E\B̃

1

rn�↵

dy


Z

B̃

1

rn�↵

dy +
1

Rn�↵

(|E|� |B̃|)

=

Z

B̃

1

rn�↵

dy +
1

Rn�↵

(|B
R

|� |B̃|)


Z

B̃

1

rn�↵

dy +

Z

BR\B̃

1

rn�↵

dy =

Z

BR

1

rn�↵

=

Z

Sn�1

Z
R

0

1

rn�↵

rn�1 =
1

↵
R↵|Sn�1| = 1

↵
R↵n!

n

.

3.1.4 Corollary.

(i) 8x, x0 2 Rn, 0 < ↵ < n :

Z

B�(x0)

1

|x� y|n�↵

dy  n!
n

↵
�↵. (3.1)

(ii)

Z

B�(x0)
| log(r)| = O(�), if n � 2. (3.2)

Proof.
(i) follows from the preceeding lemma.
(ii) | log(r)|r  const in B

�

(x0), r = |y � x0|,

)
Z

�

0
|log(r)|rn�1dr  c

Z
�

0
rn�2dr = c�n�1.

3.1.5 Theorem. (Gauß)
Let E ⇢ Rn be measurable and bounded, n � 2 and f 2 L1(E). Then the
integrals

u(x) =

Z

E

�(r)f(y)dy, x 2 Rn

and

u
i

(x) =

Z

E

@

@xi
�(r)f(y)dy, x 2 Rn,

converge absolutely and there holds

u 2 C1(Rn),

81  i  n : D
i

u = u
i

as well as
|u|1,0,Rn  C(E)kfk1.
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Proof. The absolute convergence follows from 3.1.4.
Let h > 0, r

h

:= (r2 + h)
1
2 , u

h

(x) :=
R
E

�(r
h

)f(y)dy 2 C1(Rn). Then

|u(x)� u
h

(x)| 
Z

E

|�(r)� �(r
h

)||f(y)|dy  kfk1
Z

E

|�(r)� �(r
h

)|dy

 kfk1
 Z

E\B�(x)
|�(r)� �(r

h

)|dy +
Z

B�(x)
|�(r)� �(r

h

)|dy
!

 kfk1
 Z

E\B�(x)

����
Z 1

0

@

@t
�(r

th

)dt

���� dy +
Z

B�(x)
|2�(r)|dy

!

 kfk1
 Z

E\B�(x)

Z 1

0
|�̇(r

th

)| h

(r2 + th)
1
2

dtdy +O(�)

!

 kfk1(C(E, �)h+O(�)) < ✏, if h < h0 = h0(�).

The derivatives are treated likewise and the estimates follow from the pre-
ceding results.

3.1.6 Theorem. Let ⌦ ⇢ Rn be bounded, f 2 C0,↵(⌦̄), 0 < ↵  1. Then
the volume potential !(x) =

R
⌦ �(r)f(y)dy satisfies

(i) ! 2 C2(⌦) and

��! =

(
�2⇡f, if n = 2

n(n� 2)!
n

f, if n � 3.

(ii) Let ⌦ ⇢ ⌦0 b Rn, @⌦0 2 C1 and set f ⌘ 0 in ⌦0\⌦̄, then the so called
Dini formula holds:

D
i

D
j

!(x) =

Z

⌦0

D
i

D
j

�(r)(f(y)� f(x))dy � f(x)

Z

@⌦0

D
i

�(r)⌫
j

, (3.3)

where the derivatives are to be taken with respect to x.
(iii) 8⌦0 b ⌦ : |D2!|⌦0  C(⌦0,↵)|f |0,↵,⌦.
Proof. (ii) Set

u(x) :=

Z

⌦0

D
i

D
j

�(r)(f(y)� f(x))dy � f(x)

Z

@⌦0

D
i

�(r)⌫
j

, x 2 ⌦.

u is well defined, since f is Hoelder continuous. Set v := D
i

! and choose
⌘ 2 C1([0,1)), such that ⌘|[0,1] ⌘ 0, ⌘|[2,1) ⌘ 1 and |⌘̇|  2. Then set
⌘
✏

(t) := ⌘( t
✏

). Now let

v
✏

(x) :=

Z

⌦0

D
i

�(r)⌘
✏

(r)f(y)dy
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) v
✏

2 C1(⌦)

and

) D
j

v
✏

(x) =

Z

⌦
D

j

(D
i

�(r)⌘
✏

(r))f(y)dy

=

Z

⌦0

D
j

(D
i

�(r)⌘
✏

(r))(f(y)� f(x))dy

+ f(x)

Z

⌦0

D
j

(D
i

�(r)⌘
✏

(r))dy

=

Z

⌦0

D
j

(D
i

�(r)⌘
✏

(r))(f(y)� f(x))dy

� f(x)

Z

@⌦0

D
i

�(r)⌘
✏

(r)⌫
j

Thus we have for ✏ su�ciently small

|u(x)�D
j

v
✏

(x)| 
����
Z

⌦0

D
j

((1� ⌘
✏

)D
i

�)(f(y)� f(x))

����

 [f ]
↵

Z

|x�y|<2✏
(D

i

D
j

�|x� y|↵ +
2

✏
|D

i

�||x� y|↵)

 [f ]
↵

c✏↵

) 8⌦0 b ⌦ : D
j

v
✏

◆ u in ⌦0

) u 2 C0(⌦)

and v
✏

◆ v = D
i

!.
) ! 2 C2(⌦), D

j

D
i

! = u.

(i) Let x 2 ⌦, choose a ball ⌦0 = B
R

(x), ⌦ b B
r

(x) and apply (3.3)

) ��!(x) = �f(x)

Z

@BR

(2� n)R1�n = n(n� 2)!
n

f(x), n � 3.

Analogueously for n = 2.
(iii) Apply (3.3) to B

R

(x).

3.1.7 Definition. Let ⌦ ⇢ Rn be bounded, d = diam(⌦), then we define
in Ck(⌦̄) resp. Ck,↵(⌦̄) dimension invariant norms,

|u|0
k,⌦ =

kX

j=0

dj |u|
j,⌦

|u|0
k,↵,⌦ = |u|0

k,⌦ + dk+↵[Dku]
↵,⌦.
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3.1.8 Remark. Let u 2 C0,↵(⌦̄), v 2 C0,�(⌦̄), w 2 C1(⌦̄) and � = min(↵,�)

) uv 2 C0,�(⌦),

|uv|00,�,⌦  |u|00,↵,⌦|v|00,�,⌦
as well as

|uv|0,�  [u]
↵,⌦|v|0,� + [v]

�,⌦|u|0,↵.
Furthermore there holds

u � w 2 C0,↵(⌦)

and
|u � w|0,↵  [u]

↵,⌦|w|↵1,⌦.

Proof. Exercise.

3.1.9 Example.

��u = f in B2R(0)

) |Du|
BR  c|f |

B2R .

In this case, however, the constant can not depend on n only. This becomes
visible via a scaling argument.
Let ✏ > 0, u

✏

= u(✏x)

) Du
✏

= ✏Du(✏x), ��u
✏

= �✏2�u(✏x)

) ��u
✏

= ✏2f(✏x) ⌘ f̃

If the estimate holds, we have

|Du
✏

|
BR  c|f̃ |

B2R

) ✏|Du|
B✏R  c✏2|f |

B2✏R .

Set ✏ = R�1, then R ! 1 leads to a contradiction. Using the new norms,
this problem does not arise, since the radius scales.

3.1.10 Theorem. Let B1 = B
R

(x0), B2 = B3R(x0), f 2 C0,↵(B̄2),
0 < ↵ < 1 and

!(x) =

Z

B2

�(r)f(y)dy.

Then ! 2 C2,↵(B̄1) and

|D2!|00,↵,B1
 C|f |00,↵,B2

, C = C(n,↵).
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Proof. Let x 2 B1, then by (3.3) we have

D
i

D
j

!(x) =

Z

B2

D
i

D
j

�(r)(f(y)� f(x))dy � f(x)

Z

@B2

D
i

�(r)⌫
j

(y)

) |D
i

D
j

!(x)|  C(n)

Z

B2

1

rn�↵

[f ]
↵,B2 + C|f |0,B2  (CR↵ + C)|f |0,↵,B2 .

Let x 2 B1 be another point and r = |y � x|. Set
� = |x� x|, ⇠ = 1

2
(x+ x).

Then

D
i

D
j

!(x)�D
i

D
j

!(x) = f(x)I1 + (f(x)� f(x))I2 + I3

+ I4 + (f(x)� f(x))I5 + I6, (3.4)

where

I1 =

Z

@B2

(D
i

�(r)�D
i

�(r))⌫
j

(y)

I2 =

Z

@B2

D
i

�(r)⌫
j

(y)

I3 =

Z

B�(⇠)
D

i

D
j

�(r)(f(x)� f(y))

I4 =

Z

B�(⇠)
D

i

D
j

�(r)(f(y)� f(x))

I5 =

Z

B2\B�(⇠)
D

i

D
j

�(r)

I6 =

Z

B2\B�(⇠)
(D

i

D
j

�(r)�D
i

D
j

�(r))(f(x)� f(y))

Let r
t

= |tx+ (1� t)x� y|. We derive the estimates

|I1|  C

Z 1

0

1

rn
t

�  CR�1�  2C(
�

2R
)↵ = CR�↵�↵,

|I2|  C,

|I3|  C

Z

B�(⇠)

1

rn�↵

[f ]
↵

= C�↵[f ]
↵

,

|I4|  C�↵[f ]
↵

,

|I5| =
�����

Z

@(B2\B�(⇠))
D

i

�(r)⌫
j

����� 
Z

@B2

|D
i

�(r)|+
Z

@B�(⇠)
|D

i

�(r)|  C,

|I6|  �

Z 1

0

Z

B2\B�(⇠)
|DD

i

D
j

�(r
t

)||f(x)� f(y)|

 �

Z 1

0

Z

|y�⇠|��

|x� y|↵
|x

t

� y|n+1
[f ]

↵

.
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Now for |y � ⇠| � �, we have

|x� y|  |x� ⇠|+ |⇠ � y| < 2|⇠ � y|

and

|x
t

� y| � |y � ⇠|� |⇠ � x
t

| � |y � ⇠|� �

2
� |y � ⇠|

2
.

⇢ := |y � ⇠|

) |I6|  �C[f ]
↵

Z 1

�

⇢↵

⇢n+1
⇢n�1d⇢ = C�

1

1� ↵
�↵�1[f ]

↵

= C
1

1� ↵
�↵[f ]

↵

.

Combining the single estimates implies the claim.

3.1.11 Remark. Let f 2 C0,↵
c

(Rn), 0 < ↵ < 1, supp f ⇢ B
R

(0)

!(x) =

Z

Rn
�(r)f(y)dy.

Then
! 2 C2,↵(Rn)

and

(i) [D2!]
↵,Rn  C[f ]

↵,Rn , C = C(n,↵)

(ii) |D2!|00,↵,BR
 C|f |00,↵,BR

, C = C(n,↵)

(iii) |!|01,BR
 CR2|f |0,BR , C = C(n), n � 3.

Proof. (ii) follows from the previous theorem, since f 2 C0,↵
c

(B
R

(0)).
(iii) From 3.1.4 we obtain |D!|0,BR  CR|f |0,BR and |!|  CR2|f |0,BR

) |!|01,BR
= |!|0,BR +R|D!|0,BR  CR2|f |0,BR .

(i) From (ii) we deduce

R↵[D2!]
↵,BR  C(|f |0,BR +R↵[f ]

↵,BR).

Dividing by R↵ and R ! 1 imply the claim.

3.1.12 Theorem. Let f 2 C0,↵
c

(Rn), u 2 C2,↵
c

(Rn) and ��u = f .

) u = c
n

Z

Rn
�(r)f(y),

where

c
n

=

(
1

n(n�2)!n
, n � 3

� 1
2⇡ , n = 2

.
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Proof. Let ! = c
n

R
Rn �(r)f(y), then ��! = f . Set v := u � ! to obtain

�v = 0. By the maximum principle we have sup v = lim sup|x|!1 v(x) =
lim sup|x|!1(�!). But

! = �c
n

Z

Rn
�(r)�u ! 0.

3.2 Boundary estimates for potentials

3.2.1 Theorem. Let Rn

+ = {xn > 0}, x0 2 @Rn

+, B+
1 (x0) = B+

R

(x0) =
B

R

(x0) \ Rn

+, B+
2 (x0) = B+

3R(x0), f 2 C0,↵(B̄+
2 ), 0 < ↵ < 1. Then for

!(x) =
R
B

+
2
�(r)f(y)dy we have

! 2 C2,↵(B̄+
1 )

and
|D2!|0,B+

1
+R↵[D2!]

↵,B

+
1
 c(|f |0,B+

2
+R↵[f ]

↵,B

+
2
). (3.5)

Proof. Let x 2 B+
1 and apply Dini’s formula to B+

2 , where the boundary
integral does not vanish over @B+

2 (x0) \ Rn

+ only, since ⌫
j

= 0 81  j < n.
Then the proof of 3.1.10 carries over literally for either i 6= n or j 6= n. For
i = j = n we use the equation and the estimates for !

kk

, 1  k < n.

3.2.2 Corollary. Let f 2 C0,↵
c

(Rn

+), 0 < ↵ < 1, !(x) =
R
Rn
+
�(r)f(y), then

[D2!]
↵,Rn

+
 c(n,↵)[f ]

↵,Rn
+
.

Proof. (3.5) implies

R↵[D2!]
↵,B

+
R
 c(|f |0,B+

3R
+R↵[f ]

↵,B

+
3R
).

Divide by R↵ and send R ! 1.

3.3 Harmonic functions and
Green’s function

3.3.1 Definition. Let ⌦ ⇢ Rn be open. A function u 2 C2(⌦) is called
harmonic, subharmonic or superharmonic, if ��u = 0,��u  0 or ��u �
0.

3.3.2 Theorem. Let u 2 C2(⌦), ��u = 0 ( 0,� 0). Then
8B

R

(y) b ⌦ :

u(y) = (,�)
1

n!
n

Rn�1

Z

@BR

u (3.6)
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and

u(y) = (,�)
1

!
n

Rn

Z

BR

u. (3.7)

Proof. We only show this for subharmonic functions, the other cases follow
by considering u ! �u. Let 0 < ⇢ < R, B

⇢

= B
⇢

(y).

)
Z

@B⇢

@u

@⌫
=

Z

B⇢

�u � 0.

Let (r, ⇠i) be polar coordinates centered at y, x = y + r⇠. Then we have

0 
Z

@B⇢

@u

@⌫
= ⇢n�1

Z

Sn�1
D

i

u(y + ⇢⇠)⇠i

= ⇢n�1 @

@⇢

Z

Sn�1
u(y + ⇢⇠)

= ⇢n�1 @

@⇢
(⇢1�n

Z

@B⇢

u).

) ⇢1�n

Z

@B⇢

u  R1�n

Z

@BR

u.

⇢ ! 0 implies (3.6). For all ⇢  R there holds (3.6). Integrating on both
sides from 0 to R yields (3.7).

3.3.3 Theorem. (Harnack)
Let 0  u 2 C2(⌦) be harmonic and ⌦ connected. Then there holds

8⌦0 b ⌦ : sup
⌦0

u  c(⌦0) inf
⌦0

u.

Proof. Let y 2 ⌦, B4R(y) ⇢ ⌦. x1, x2 2 B
R

(y)

) u(x1) =
1

!
n

Rn

Z

BR(x1)
u  1

!
n

Rn

Z

B2R(y)
u

and

u(x2) =
1

!
n

(3R)n

Z

B3R(x1)
u � 1

!
n

3nRn

Z

B2R(y)
u.

) u(x1)  3nu(x2) 8xi 2 B
R

(y),

) sup
BR(y)

u  3n inf
BR(y)

u.

Let ⌦0 b ⌦ wlog connected. Then finitely many balls B
R

(x
i

), 1  i  N,
cover ⌦0 and satisfy B4R(xi) ⇢ ⌦. Let x, y 2 ⌦0. We claim, that there is a
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continuous path � with the following properties:

� := {�(t) : 0  t  1} ⇢ ⌦0, �(0) = x, �(1) = y,

� ⇢
l[

k=1

B
R

(x
ik), B

R

(x
ik) \B

R

(x
ik+1) 6= ;,

B
R

(x
ik) 6= B

R

(x
im), m 6= k, � \B

R

(x
ik) 6= ; and

�(1) 2 B
R

(x
il).

Proof of existence: Let � be a continuous path in ⌦0 from x to y. Let

⇤ := {t 2 [0, 1] : �(0) and �(t) can be connected this way}.

) ⇤ 6= ;, ⇤ open.

Let t
n

2 ⇤, t
n

! t0, �(t0) 2 B
R

(x
i

)

) �(t
n

) 2 B
R

(x
i

), n large.

Let �
n

be such a path, connecting �(0) and �(t
n

). Then there are two cases:
(a) B

R

(x
i

) 6= B
R

(x
ik) 8k. Then set B

R

(x
il+1) = B

R

(x
i

).
(b) B

R

(x
i

) = B
R

(x
ik) for some k. Then �(t0) 2 B

R

(x
ik) and �(t

n

) 2
B

R

(x
ik). Thus you may connected inside the ball and obtain a new path of

this kind.
Now let y1, y2 2 ⌦0 be connected by such a chain and y 2 B

R

(x
i1)\B

R

(x
i2)

) u(y1)  sup
BR(xi1 )

u  3n inf
BR(xi1 )

u  3nu(y)  3n sup
BR(xi2 )

u  ...  3nNu(y2).

Taking the supremum and infimum implies the claim.

3.3.4 Proposition. (Greensche Identitäten)
Let @⌦ 2 C0,1, u, v 2 C2(⌦) \ C1(⌦̄), �u 2 L1(⌦). Then there hold

Z

⌦
v�u+

Z

⌦
Du ·Dv =

Z

@⌦
v
@u

@⌫
(3.8)

and Z

⌦
(v�u� u�v) =

Z

@⌦
(v
@u

@⌫
� u

@v

@⌫
) (3.9)

Proof. (3.8) follows by applying the divergence theorem to vru. (3.9) fol-
lows by replacing u by v in (3.8) and then subtracting the equations.

Now let ⌦ b Rn, y 2 ⌦, B
�

(y) b ⌦, ⌦
�

:= ⌦\B
�

(y). Apply (3.9) in ⌦
�

with
v = �c

n

�(r).

)
Z

⌦�

(�c
n

)��u =

Z

@⌦

✓
(�c

n

)�
@u

@⌫
� u

@�

@⌫

◆
+

Z

@B�

(�c
n

)

✓
�
@u

@⌫
� u

@�

@⌫

◆
.
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� ! 0

) u(y) =

Z

⌦
(�c

n

)��u+

Z

@⌦

✓
u
@(�c

n

)�

@⌫
� (�c

n

)�
@u

@⌫

◆
(3.10)

This formula is called Green’s representation theorem. If u is harmonic, we
deduce that u uniquely determined by its boundary values. Since � is real
analytic away from the singularity, harmonic functions are also analytic.
Now let h 2 C2(⌦) \ C1(⌦) be harmonic, then (3.9) implies

0 =

Z

@⌦

✓
u
@h

@⌫
� h

@u

@⌫

◆
+

Z

⌦
h�u.

Add this formula to the Green’s representation, you obtain for G = �c
n

�+h

u(y) =

Z

@⌦
(u
@G

@⌫
�G

@u

@⌫
) +

Z

⌦
G�u. (3.11)

If h can be chosen to satisfy

8y 2 ⌦ : G(·, y)|@⌦ = 0.

it follows that

u(y) =

Z

@⌦
u
@G

@⌫
+

Z

⌦
G�u.

G is then called Green’s function for the Laplacian.

We now determine Green’s function for a ball.

3.3.5 Definition. Let B
R

= B
R

(0). Define the inversion

T : Rn ! Rn, x = Tx

by

x = R2 x

|x|2 , x 6= 0, 0 := 1, 1 = 0.

Let �̃ = �c
n

�. Define Green’s function for ⌦ = B
R

(0) by

G(x, y) =

(
�̃(|x� y|)� �̃

⇣
|y|
R

|x� y|
⌘
, if y 6= 0

�̃(|x|)� �̃(R), if y = 0

= �̃
⇣p

x2 + y2 � 2hx, yi
⌘
� �̃

0

@
s✓ |x||y|

R

◆2

+R2 � 2hx, yi
1

A

G has the following properties:

• G(x, y) = G(y, x).
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• 8z 2 ⌦ : �
x

G(·, y)|{x 6=y} = 0.

• 8y 2 ⌦ : G(·, y)|@BR
= 0.

• x 2 @B
R

^ y 2 B
R

) @G

@⌫

(x, y) = R

2�|y|2
n!nR

|x� y|�n > 0.

• G(x, y)  0 by and the maximum principle.

Plug G into the representation formula, in case �u = 0 the Poisson integral
formula follows:

u(x) =
R2 � |x|2
n!

n

R

Z

@BR

u(y)

|x� y|n ⌘
Z

@BR

K(x, y)u(y)dy (3.12)

K is called Poisson kernel. Using approximation one obtains this formula
for all harmonic u 2 C2(⌦) \ C0(⌦̄). On the other hand let � 2 C0(@B

R

)
and

u(x) =

Z

@BR

K(x, y)�(y)dy,

then u 2 C1(B
R

), �u = 0. Furthermore we have

3.3.6 Theorem. Let � 2 C0(@B
R

) and

u(x) =

Z

@BR

K(x, y)�(y)dy, x 2 B
R

.

Then
u 2 C1(B

R

) \ C0(B̄
R

)

and
�u = 0, u|@BR

= �.

Proof. It su�ces to show u 2 C0(B̄
R

). Choosing u ⌘ 1 we obtain
Z

@BR

K(x, y) = 1.

Let x0 2 @B
R

, ✏, � > 0 such that

8|x� x0| < � : |�(x)� �(x0)| < ✏.

|u(x)� �(x0)| =
����
Z

@BR

K(�� �(x0))

����


���
Z

@BR\{|y�x0|<�}
K(�� �(x0))

+

Z

@BR\{|y�x0|��}
K(�� �(x0))

���

 ✏+
R2 � |x|2
n!

n

R

Z

@BR\{|y�x0|��}

1

|x� y|n · 2k�k1 (3.13)

! ✏, x ! x0.
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3.3.7 Remark. The continuity up to the boundary also holds locally, even
if � is not continuous everywhere.

3.3.8 Proposition. Let ⌦ be a domain and let u 2 C0(⌦̄) satisfy the mean
value equality (3.7), then u does not attain a maximum in ⌦, unless u is
constant.

Proof. Let m = sup⌦ u < 1 and suppose m = u(x0), x0 2 ⌦. Set

⇤ := {u = m}.
Then ⇤ 6= ; is closed.

m = u(y0)  1

!
n

Rn

Z

B⇢(y0)
u  m

) u|B⇢
⌘ m,

since u is continuous. Thus ⇤ is open.

3.3.9 Theorem. u 2 C0(⌦) is harmonic, i.e. u 2 C2(⌦) and �u = 0, if
and only if u has the mean value property for all y 2 ⌦ and B

R

(y) b ⌦.

u(y) =
1

n!
n

Rn�1

Z

@BR(y)
u,

u(y) =
1

!
n

Rn

Z

BR(y)
u.

Proof. Since the second equation follows from the first and the ’only if’
part has already been proven, it is left to show the harmonicity from the
second equation. So let B

�

(y) b ⌦. Let h 2 C2(B
�

) \ C0(B̄
�

), such that
�h = 0, h = u on @B

�

(y). Set

w := u� h,

then w satisfies the second mean value equation. There holds

0 = inf
@B�(y)

w  w  sup
@B�(y)

w = 0,

implying w = 0.

3.3.10 Theorem. Let u
n

2 C0(⌦̄) be a sequence of harmonic functions
with u

n

◆ u, then u is harmonic.

Proof. Follows from the theorem above and the stability of the integral under
uniform convergence.

3.3.11 Theorem. Let ⌦ be a domain, u
n

a monotone sequence of harmonic
functions, converging in y 2 ⌦. Then the whole sequence converges locally
uniformly to a harmonic function.
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Proof. W.l.o.g. let the sequence be increasing. Let ⌦0 b ⌦, y 2 ⌦0. Let
✏ > 0

) 9n0 2 N 8l > k > n0 : 0  u
l

(y)� u
k

(y) < ✏.

Apply Harnack’s inequality to u
l

� u
k

.

) sup
⌦0

(u
l

� u
k

)  C inf
⌦0

(u
l

� u
k

)  C✏.

3.3.12 Theorem. Let u be harmonic in ⌦, ⌦0 b ⌦, d = dist(⌦0, @⌦). Then

8↵ 2 Nn : |D↵u|0,⌦0 
 
n · 2|↵|

d

!|↵|

|u|0,⌦.

Proof. Induction for |↵|. |↵| = 1:
Let B

R

(y) b ⌦. Du is also harmonic, thus

Du(y) =
1

!
n

Rn

Z

BR(y)
Du =

1

!
n

Rn

Z

@BR(y)
u⌫

) |Du(y)|  n

R
sup
BR(y)

|u|.

Let y 2 ⌦0. Choose R = d

2

) |Du(y)|  2n

d
|u|0,⌦.

Let the claim be proven for |↵| � 1.

|DD↵u(y)|  2n

d
|D↵u|0,B �

2
(y)

 2n

d

 
n · 2|↵|

d

2

!|↵|

|u|0,⌦

=
⇣n
d

⌘|↵|+1 · 2 · 2|↵|(|↵|+1)|u|0,⌦


⇣n
d

⌘|↵|+1 · 2(|↵|+1)2 |u|0,⌦.

3.3.13 Theorem. Every bounded sequence (u
k

) of harmonic functions con-
tains a subsequence, converging uniformly on compact subsets to a harmonic
function u.
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Proof. Let ⌦0 b ⌦
) |u

n

|3,0,⌦0  c(⌦0)|u
n

|0,⌦.
Arzela-Ascoli implies u

nk ! u⌦0 in C2(⌦̄0). Choosing an exhaustion and
applying the diagonal method implies the claim.

3.3.14 Theorem. (Liouville)
Let u 2 C2(Rn) be harmonic and bounded, then u ⌘ const.

Proof. Let y 2 Rn

) |Du(y)|  n

R
|u|0,BR ! 0, R ! 1.

3.4 Perron’s method

3.4.1 Definition. Let ⌦ ⇢ Rn be open. A function u 2 C0(⌦) is called
(i) subharmonic, if

8B
⇢

b ⌦ 8h 2 C2(B
⇢

) \ C0(B̄
⇢

)[�h = 0, h|@B⇢
� u|@B⇢

] : h � u,

(ii) superharmonic, if

8B
⇢

b ⌦ 8h 2 C2(B
⇢

) \ C0(B̄
⇢

)[�h = 0, h|@B⇢
 u|@B⇢

] : h  u.

3.4.2 Remark. Another possibility to define sub- and superharmonicity for
continuous functions is to demand (3.6), (3.7) for all compactly contained
balls. Those definitions would then be equivalent.

Proof. Exercise.

3.4.3 Proposition. Let the notions of sub-, super- and -harmonicity be
defined by mean value properties and ⌦ be connected. Then
(i) u subharmonic in ⌦ ) u < sup⌦ u, unless u is constant.
(ii) u subharmonic, v superharmonic, u, v 2 C0(⌦̄) ^ v � u on @⌦

) v > u in ⌦ _ u ⌘ v.

Proof. (i) has already been shown.

(ii) u� v is subharmonic ) (u� v) < sup⌦(u� v) _ (u� v) ⌘ const.

3.4.4 Lemma. Let u be subharmonic in ⌦, B = B
⇢

b ⌦, h harmonic in
B

⇢

with h|@B⇢
= u. Set

ũ =

(
h in B

⇢

u in Bc

⇢

Then ũ 2 C0(⌦) and ũ is subharmonic. ũ is called harmonic substitute of u
in B

⇢

.
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Proof. ũ is clearly continuous. Let B
R

b ⌦, �v = 0 in B
R

, v|@BR
� ũ|@BR

.

u  ũ in ⌦ ) u  v in B
R

) ũ  v in B
R

\B
⇢

.

In B
R

\B
⇢

v and ũ = h are harmonic

) ũ� v  sup
@(BR\B⇢)

(ũ� v)  0.

3.4.5 Lemma. Let u1, ..., uN be subharmonic, then max{u
i

}1iN

is also
subharmonic. The minimum of finitely many superharmonic functions is
superharmonic.

Proof. Follows at once from the mean value properties.

3.4.6 Definition. Let ⌦ b Rn, � 2 L1(@⌦).
(i) u 2 C0(⌦̄) is called subfunction rel �, if u is subharmonic and u|@⌦  �.
(ii) u 2 C0(⌦̄) is called superfunction rel �, if u is superharmonic and u|@⌦ �
�.
(iii) S

�

is labeling the set of all subfunctions.

Especially constant functions satisfying the inequality on the boundary are
subfunctions or superfunctions respectively.

3.4.7 Theorem. (Perron)
Let ⌦ b Rn and � 2 L1(@⌦). Let u = sup{v 2 S

�

}. Then u is harmonic.

Proof. (i) Let v 2 S
�

) v  sup
@⌦ v  sup

@⌦ �. Thus u is well defined.
(ii) Let y 2 ⌦ ) 9v

n

2 S
�

: v
n

(y) ! u(y). W.l.o.g. let |v
n

|  const,
otherwise consider

max(v
n

,min(inf
@⌦
�, u(y))) 2 S

�

.

Let B
R

(y) b ⌦ and ṽ
n

the harmonic substitute of v
n

in B
R

.

) v
n

 ṽ
n

 u

) 9ṽ
nk ! v

locally uniformly in B
R

(y), such that �v = 0 in B
R

(y).
Suppose v 6= u in B

R

(y).

) 9z 2 B
R

(y) : v(z) < u(z)

) 9u0 2 S
�

: v(z) < u0(z)  u(z).
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Define
w
k

:= max(u0, ṽnk) 2 S
�

and let w̃
k

be the harmonic substitute in B
R

(y).

) ṽ
nk  w

k

 w̃
k

and
9w̃

kl
◆ w

locally in B
R

(y), such that �w = 0.

) v  w  u

) u(y) = v(y)  w(y)  u(y)

) v(y) = w(y)

) v ⌘ w in B
R

(y),

in contradiction with v(z) < w(z).

3.4.8 Theorem. Let ⌦ b Rn. Let u 2 C2(⌦) \ C0(⌦̄) solution of the
boundary value problem

�u = 0 in ⌦

u|@⌦ = �. (3.14)

Then
u = sup{v 2 S

�

}.
Proof. Let w = sup{v 2 S

�

}

) u  w,

since u 2 S
�

. Let furthermore v 2 S
�

, then we have v  u, since v � u 2
C0(⌦̄) is subharmonic and thus v � u  sup

@⌦(v � u). Thus there holds
w  u.

u is then called the Perron solution of the boundary value problem.

3.4.9 Definition. Let ⌦ ⇢ Rn be open. (i) Let ⇠ 2 @⌦. A function w 2
C0(⌦̄) is called upper barrier in ⇠ 2 @⌦, if

(a) w is superharmonic

(b) w(⇠) = 0, w > 0 in ⌦̄\{⇠}.

(ii) w is called local upper barrier in ⇠, if for some R > 0 we have w 2
C0(⌦ \B

R

(⇠)) as well as (a), (b) in ⌦̄ \B
R

(⇠).
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3.4.10 Proposition. If there is a local barrier in ⇠ 2 @⌦, then there is also
a global one.

Proof. Let w be the barrier in ⌦ \B
R

(⇠). Set

m := inf{w(x) : x 2 ⌦ \B
R

(⇠)\BR
2
(⇠)} > 0.

Define

w(x) :=

(
min(m,w(x)), x 2 ⌦̄ \BR

2
(⇠)

m, otherwise.

w 2 C0(⌦̄), since w|⌦\(BR\BR
2
) = m. w is superharmonic, w > 0 in ⌦̄\{⇠}

and w(⇠) = 0.

3.4.11 Definition. A boundary point ⇠ 2 @⌦ is called regular with respect
to �, if there is an upper barrier in ⇠.

3.4.12 Lemma. Let ⌦ b Rn. Let u be the Perron solution of the boundary
value problem

�u = 0 in ⌦

u|@⌦ = �.

If ⇠ 2 @⌦ is regular and � continuous in ⇠, then

lim
x!⇠

u(x) = �(⇠).

Proof. Let ✏ > 0, m = sup
@⌦ |�|. Let w be a barrier in ⇠, then

9� > 0 9k > 0: |x� ⇠| < � ) |�(x)��(⇠)| < ✏^ |x� ⇠| � � ) kw(x) � 2m.

The functions
w+(x) = �(⇠) + ✏+ kw(x)

and
w�(x) = �(⇠)� ✏� kw(x)

are super- (sub-) solutions.

w� 2 S
�

) w�  u.

Furthermore let v 2 S
�

. Then

v � w+  sup
@⌦

(v � w+)  0

) 8v 2 S
�

: v  w+.

) u  w+.

Thus we have
w�  u  w+

and the claim follows.
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3.4.13 Theorem. Let ⌦ b Rn. Then the classical Dirichlet problem

�u = 0 in ⌦, u|@⌦ = � (3.15)

is solvable for arbitrary � 2 C0(@⌦) in C2(⌦) \ C0(⌦̄) if and only if every
boundary point is regular.

Proof. By the preceeding lemma the Perron solution solves (3.15). So let
⇠ 2 @⌦. Define  (x) = |x � ⇠|. Let w 2 C2(⌦) \ C0(⌦̄) be the solution of
�w = 0, w|@⌦ =  . Then w is a barrier.

3.4.14 Proposition. Let ⌦ b Rn. Suppose @⌦ satisfies an exterior sphere
condition with radius R. Then every boundary point is regular.

Proof.

w(x) :=

(
R2�n � |x� y|2�n, n � 3

log( |x�y|
R

), n = 2,

where y is the center of the outer ball. Then

w 2 C1(⌦̄), �w = 0.

Thus w is a barrier.

3.5 Schauder a priori bounds

3.5.1 Lemma. (Compactness lemma)
Let E

i

, i = 1, 2, 3, be Banach spaces and suppose we have embeddings

E1
compact�����! E2

continuous�������! E3,

then there holds

8✏ > 0 9c 2 R 8u 2 E1 : kuk2  ✏kuk1 + ckuk3.

Proof. Suppose the claim not to be true. Then there exists ✏ > 0 and a
sequence (u

n

)
n2N with ku

n

k2 = 1, such that

8n 2 N : 1 > ✏ku
n

k1 + nku
n

k3. (3.16)

Thus (u
n

) is bounded in E1 and contains a subsequence (u
nk), which con-

verges in E2 to a limit u. By (3.16) this subsequence has to converge to
0 2 E3. By injectivity of the second map u must be zero in E2, which is a
contradiction.

In particular we obtain
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3.5.2 Corollary. Let ⌦ b Rn, then for all u 2 C2,↵(⌦̄) and ✏ > 0

|u|2,0,⌦  ✏|u|2,↵,⌦ + c
✏

|u|0,⌦.

3.5.3 Theorem. (Schwarz reflection principle)

Let u 2 C2(B+
R

(0)) be harmonic, u|{xn=0} = 0. Then the reflectively extended
function

ũ(x̂, xn) :=

(
u(x), xn � 0

�u(x̂,�xn), xn < 0

is harmonic in B
R

(0).

Proof. The function is clearly continuous. In each point away from the axis
{xn = 0} we have the mean value property. For centers in {xn = 0} we also
deduce the mean value property, since the function is anti symmetric.

3.5.4 Lemma. Let u 2 C2
c

(Rn

+), f 2 C0,↵(Rn

+), 0 < ↵ < 1 and suppose

�u = f in Rn

+

u(x̂, 0) = 0,

where x̂ = (x1, . . . , xn�1).
Then

u 2 C2,↵(Rn

+)

and
[D2u]

↵,Rn
+
 c[f ]

↵,Rn
+
, c = c(n,↵).

Proof. Let f̃ be the even reflection of f to Rn.Then f̃ 2 C0,↵
c

(Rn) and there
holds

[f̃ ]
↵,Rn  2[f ]

↵,Rn
+
.

For x = (x̂, xn) let x̃ = (x̂,�xn). In Rn

+ define

!(x) = c
n

Z

Rn
+

(�(|x� y|)� �(|x̃� y|))f(y)dy

= c
n

Z

Rn
+

(�(|x� y|)� �(|x� ỹ|))f(y)dy.

) �! = f, ! 2 C2,↵(Rn

+) and !(x̂, 0) = 0.

Furthermore there holds
Z

Rn
+

�(|x� ỹ|)f(y) =
Z

Rn
�

�(|x� y|)f̃(y).
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) !(x) = c
n

Z

Rn
+

�(|x� y|)f(y)� c
n

Z

Rn
�

�(|x� y|)f̃(y)

+ c
n

Z

Rn
+

�(|x� y|)f(y)� c
n

Z

Rn
+

�(|x� y|)f̃(y)

= 2c
n

Z

Rn
+

�(|x� y|)f(y)� c
n

Z

Rn
�(|x� y|)f̃(y)

⌘ !1(x) + !2(x)

) [D2!1]↵,Rn
+
 c[f ]

↵,Rn
+
by (3.5)

and
[D2!2]↵,Rn

+
 c[f̃ ]

↵,Rn by 3.1.10.

We now show ! = u. Set v := u� !.

) �v = 0 ^ v|{xn=0} = 0.

There holds
lim

|x|!1
v(x) = 0,

since lim|x|!1 u = 0 and lim|x|!1 ! = 0, since supp f b Rn

+ and

sup
y2supp f

�(|x� y|)� �(|x� ỹ|) ! 0.

3.5.5 Lemma. Let ⌦ b Rn, @⌦ 2 C2,↵, u 2 C2,↵(⌦̄), � 2 Di↵2,↵(⌦̄,�(⌦̄))
and ũ := u �  , where  = ��1. Then

ũ 2 C2,↵(�(⌦̄))

and
|ũ|2,↵,�(⌦̄)  c|u|2,↵,⌦̄,

c = c(@⌦, | |2,↵).
Proof. This is a simple computation taking 3.1.8 into account.
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3.5.6 Theorem. (Schauder estimate)
Let ⌦ b Rn, @⌦ 2 C2,↵, 0 < ↵ < 1 and u 2 C2,↵(⌦̄) be a solution of the
boundary value problem

Lu = �aiju
ij

+ biu
i

+ cu = f

u|@⌦ = �,

f 2 C0,↵(⌦̄), � 2 C2,↵(@⌦), aij , bi, c 2 C0,↵(⌦̄), (aij) elliptic, c � 0. Then
there holds

|u|2,↵  c(|f |0,↵,⌦ + |�|2,↵,@⌦).
Here we have c = c(↵, n,⌦, |@⌦|2,↵, (aij), |bi|0,↵,⌦, |c|0,↵,⌦).
Proof. Since � is extendable as C2,↵

c

(⌦̄)�function to ⌦ with

|�|2,↵,Rn  c|�|2,↵,@⌦,

let wlog � = 0. Let (U
k

)1kN

be a finite cover of ⌦ with local charts, in
which @⌦ can be flattened. Furthermore let the U

k

be so small, that

!
Uk(a

ij)  1

2c
,

where c = c(n,↵, (aij)) is specified later. Let (⇣
k

)1kN

be a subordinate
partition of unity, such that

u =
NX

k=1

u
k

, u
k

= u⇣
k

.

Multiply Lu = f with ⇣
k

, then

aijD
i

D
j

u
k

= F
k

= �f⇣
k

+aij(2D
i

uD
j

⇣
k

+uD
i

D
j

⇣
k

)+biD
i

u⇣
k

+cu⇣
k

(3.17)

By 3.1.8 we have F
k

2 C0,↵(⌦̄). There are two cases:
(i) supp ⇣

k

⇢ ⌦ ) supp F
k

⇢ ⌦ : Extend u
k

and F
k

outside ⌦ by 0 to the
whole Rn. Then we have (3.17) in Rn.
(ii) @⌦ \ U

k

6= 0 : Choose new coordinates y = y(x) in U
k

straightening the
boundary, such that y(⌦ \ U

k

) ⇢ Rn

+, y(@⌦ \ U
k

) ⇢ {yn = 0} and (3.17)
transforms to

ãijD
y

iD
y

j ũ
k

= F̃
k

= F
k

� y�1 � akl
@2yi

@xk@xl
� y�1D

y

i ũ
k

, (3.18)

where F̃
k

is also of class C0,↵(⌦̄). Furthermore there holds

ũ
k

(ŷ, 0) = 0,
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which is why ũ
k

and F̃
k

can be extended to Rn

+ by 0.
Freezing coe�cients: Consider x0 2 U

k

, y0 2 y(U
k

).

) aij(x0)Di

D
j

u
k

= F
k

� (aij � aij(x0))Di

D
j

u
k

(3.19)

and
ãij(y0)D

y

iD
y

j ũ
k

= F̃
k

� (ãij � ãij(y0))D
y

iD
y

j ũ
k

(3.20)

A further linear transformation x̂(x) and ŷ(y) leads to

�
x̂

û
k

= F̂
k

in Rn (3.21)

and
�

ŷ

ˆ̃u
k

= ˆ̃F in ŷ(Rn

+), (3.22)

where
F̂
k

= (F
k

� (aij � aij(x0))Di

D
j

u
k

) � x̂�1

and ˆ̃F analogously. Furthermore suppose w.l.o.g., that the boundary condi-
tion

û
k

(ŷ, 0) = 0

holds in the new coordinates, otherwise consider a further orthogonal trans-
formation. The inner potential estimate, 3.1.10, the preceding lemma, as
well as 3.1.8 imply for (3.21)

[D2û
k

]
↵

 c(n,↵)[F̂
k

]
↵,Rn  c(|F

k

|0,↵ + [aij ]
↵

|u|2 + !
Uk(a

ij)[D2û
k

]
↵

),

where now c = c(n,↵, (aij)) and a similar inequality for (3.22). Because of
the special choice of the covering we obtain

[D2û
k

]
↵,x̂(Rn)  c(|F

k

|0,↵,x̂(Rn) + [aij ]
↵,x̂(Rn)|û|2)

 c(|f |0,↵|⇣
k

|2,↵
+max(|aij |0,↵, |bi|0,↵, |c|0,↵)|û|2|⇣|2,↵ + [aij ]

↵

|û|2)
 c(|f |0,↵,x̂(⌦) + |û|2,x̂(⌦)).

Now add |û
k

|2, then applying 3.5.5 to the set ⌦̄\ supp(⇣
k

) and the previous
coordinate transformations we obtain

|u
k

|2,↵,⌦  c|û|2,↵,
where c also depends of the norm of the linear transformation.
Sum over k,

) |u|2,↵,⌦  c(|f |0,↵ + |u|2,0)  c(|f |0,↵ + ✏|u|2,↵ + c̃|u|0)
) |u|2,↵,⌦  (|f |0,↵ + |u|0).

If furthermore c � 0, then by the C0�estimates we have |u|0  c|f |0.
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3.5.7 Remark. The constant in the Schauder estimates only depends on
the special choice of the covering and the partition of unity, as well as on
the C2,↵�norms of @⌦, diam ⌦, the C0,↵�norms of the coe�cients and the
ellipticity constant.

3.5.8 Theorem. Let @⌦ 2 C l,↵, f 2 C l�2,↵(⌦̄), � 2 C l,↵(@⌦), aij , bi, c 2
C l�2,↵(⌦̄), l � 2, (aij) elliptic, c � 0, then for a solution u 2 C l,↵(⌦̄) of
Lu = f , u|@⌦ = � we have

|u|
l,↵,⌦  c(|f |

l�2,↵,⌦ + |�|
l,↵,@⌦).

Proof. Exercise.
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Chapter 4

Existence theorems

4.1 The method of continuity

4.1.1 Theorem. (Method of continuity)
Let L

⌧

, 0  ⌧  1, be a family of di↵erential operators satisfying the condi-
tions of 3.5.6,

L
⌧

= �aij
⌧

D
i

D
j

+ bi
⌧

D
i

+ c
⌧

,

with the following properties

9� > 0 80  ⌧  1: �  �
⌧

, (4.1)

where 8⇠ 2 Rn : aij
⌧

⇠
i

⇠
j

� �
⌧

|⇠|2,

sup
⌧

(|aij
⌧

|0,↵ + |bi
⌧

|0,↵ + |c
⌧

|0,↵)  c (4.2)

and
8v 2 C2,↵(⌦̄) : |(L

⌧

� L
⌧0)v|0,↵  ✏(⌧, ⌧0)|v|2,↵ (4.3)

✏(⌧, ⌧0) ! 0, (⌧ ! ⌧0).

Let the L
⌧

be defined on

C2,↵
0 (⌦̄) := {u 2 C2,↵(⌦̄) : u|@⌦ = 0},

such that
L
⌧

2 L(C2,↵
0 (⌦̄), C0,↵(⌦̄)).

Then L
⌧

is a homeomorphism for all 0  ⌧  1, if L0 is one.

Proof. (i) The L
⌧

are injective by the maximum principle. The inverse
functions L�1

⌧

are continuous because of the Schauder estimates.
(ii) Set V := C2,↵

0 (⌦̄), W := C0,↵(⌦̄). Then

⇤ := {⌧ 2 [0, 1] : R(L
⌧

) = W} 6= ;, since 0 2 ⇤.

44



Furthermore we have
⇤ open,

since for ⌧0 2 ⇤ write

L
⌧

= L
⌧0 + (L

⌧

� L
⌧0) = L

⌧0(I + L�1
⌧0

(L
⌧

� L
⌧0)) ⌘ L

⌧0(I �A)

) kAk  kL�1
⌧0

kkL
⌧

� L
⌧0k <

1

2
, if |⌧ � ⌧0| is small.

Thus L
⌧

is invertible. Furthermore

⇤ is closed,

since for ⌧
i

2 ⇤, ⌧
i

! ⌧0 2 [0, 1] and f 2 W

9u
i

2 V : L
⌧iui = f.

3.5.6 ) |u
i

|2,↵  c|f |0,↵
) u

i

C

2��! u 2 C2,↵
0 (⌦̄),

for a subsequence u
i

.

L
⌧0u� f = L

⌧0u� L
⌧iui = L

⌧0ui � L
⌧iui + L

⌧0(u� u
i

)

) |L
⌧0u� f |0  kL

⌧0 � L
⌧ik|ui|2,↵ + |L

⌧0(u� u
i

)|0 ! 0.

4.1.2 Corollary. Let @⌦ 2 C2,↵, f 2 C0,↵(⌦̄), � 2 C2,↵(⌦̄) and L a
linear elliptic di↵erential operator of second order, satisfying the conditions
of 3.5.6. Then the boundary value problem

Lu = f in ⌦

u|@⌦ = �

has exactly one solution u 2 C2,↵(⌦̄).

Proof. Consider u� � to assume � ⌘ 0 wlog.

L
⌧

= (1� ⌧)(��) + ⌧L

satisfy the conditions of the method of continuity.

) R(L) = C0,↵(⌦̄),

if R(��) = C0,↵(⌦̄). The following theorem implies the claim.
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4.1.3 Theorem. Let @⌦ 2 C2,↵, f 2 C0,↵(⌦̄), � 2 C2,↵(⌦̄).

��u = f in ⌦

u|@⌦ = �

has a solution u 2 C2,↵(⌦̄).

Proof. Wlog let � = 0. We even may suppose f 2 C1
c

(Rn), for otherwise
we consider an extension f̃ 2 C0,↵

c

(Rn) with

|f̃ |0,↵  c|f |0,↵.
Let f

✏

2 C1
c

(Rn) be a mollification with

f
✏

C

0��! f

and
[f

✏

]
↵,Rn  c[f ]

↵

and let
��u

✏

= f
✏

, u
✏|@⌦ = 0

) |u
✏

|2,↵  c|f
✏

|0,↵  c|f |0,↵.
Claim: ⌦ b Rn, @⌦ 2 C1, f 2 C1

c

(Rn)

) 9u 2 C1(⌦̄) : ��u = f, u|@⌦ = 0.

We will prove this in PDE 2 with the help of L2� estimates.
Approximate ⌦ by ⌦

✏

b ⌦, @⌦
✏

2 C1, ⌦
✏

% ⌦, @⌦
✏

! @⌦ such that

|@⌦
✏

|2,↵  c|@⌦|2,↵.
Solve the problem in ⌦

✏

, such that

|u
✏

|2,↵,⌦✏  c|f |0,↵,Rn .

Let

ũ
✏

(x) :=

(
u
✏

(x), x 2 ⌦
✏

0, x 6= ⌦
✏

) ũ
✏

2 C0,1
c

(Rn), |Dũ
✏

|  c|Du
✏

|  c.

Thus there is a subsequence with

ũ
✏

C

0��! u 2 C0,↵(⌦̄), u|@⌦ = 0

and

8⌦0 b ⌦ : u
✏

C

2(⌦0)����! u ^ |u|2,↵,⌦0  c|f |0,↵.
) u 2 C2,↵(⌦̄)

and
��u = f, u|@⌦ = 0.
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4.2 Fredholm alternative

4.2.1 Lemma. (Riesz)
Let V be a normed space, M ⇢ V a closed subspace and M 6= V. Then there
holds

80 < ✏ < 1 9u
✏

2 V : ku
✏

k = 1 ^ dist(u
✏

,M) � ✏.

Proof. Let u 2 V \M
) d := dist(u,M) > 0.

) 81 > ✏ > 0 9v
✏

2 M : d < ku� v
✏

k <
d

✏
.

Set

u
✏

:=
u� v

✏

ku� v
✏

k .

Let v 2 M.

) ku
✏

� vk =
1

ku� v
✏

kku� v
✏

� ku� v
✏

kvk � ✏.

4.2.2 Remark. If V is a Hilbert space, choose ✏ = 1. u
✏

then is orthogonal
on M . In general we can only prove the existence of an almost orthogonal
element.

4.2.3 Theorem. (Fredhom alternative)
Let V be a Banach space and T 2 K(V ). Then I �T is injective if and only
if I � T is surjective. In this case (I � T )�1 is continuous.

Proof. The proof contains four steps.
1. Let S := I � T , N := ker(S). Then

9c > 0 8x 2 V : dist(x,N)  ckSxk, (4.4)

since if (4.4) was wrong, then

9x
n

2 V : d
n

= dist(x
n

, N) > nkSx
n

k

wlog kSx
n

k = 1, such that d
n

> n. Choose y
n

2 N such that

d
n

 kx
n

� y
n

k  2d
n

. (4.5)

z
n

:=
x
n

� y
n

kx
n

� y
n

k

) kz
n

k = 1 ^ kSz
n

k =
kSx

n

k
kx

n

� y
n

k  1

d
n

! 0.
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Sz
n

= z
n

� Tz
n

and T compact

) Tz
n

! y0

for a subsequence.

) z
n

! y0 ) Sz
n

! Sy0 = 0.

) y0 2 N,

which is a contradiction, since

dist(z
n

, N) = inf
y2N

����
x
n

� y
n

kx
n

� y
n

k � y

����

= inf
y2N

1

kx
n

� y
n

kkxn � yk =
d
n

kx
n

� y
n

k � 1

2
, (4.6)

by (4.5).
2. R = R(S) is closed: Let

Sx
n

! y 2 V.

Step 1 implies d
n

 ckSx
n

k  c. Choose y
n

2 N as in (4.5).

) kw
n

k ⌘ kx
n

� y
n

k  c.

Sw
n

= Sx
n

! y.

T compact implies Tw
n

! w0

) w
n

! y + w0 ) S(y + w0) = y.

3. N = {0} ) R = R(S) = V :
Let the claim be wrong and R

j

:= Sj(V ). Then R
j

⇢ R
j�1. Consider

S : R
j

! R
j

.

By step 2 it follows that R
j

is closed and

... ⇢ R3 ⇢ R2 ⇢ R1 = R ⇢ V.

Claim:

9k 2 N 8j � k : R
j

= R
k

.

Otherwise choose, using the Riesz lemma, for n 2 N

x
n

2 R
n

: kx
n

k = 1 ^ dist(x
n

, R
n+1) � 1

2
.

Let n > m
) Tx

m

� Tx
n

= x
m

+ (�x
n

� Sx
m

+ Sx
n

)
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) kTx
m

� Tx
n

k � 1

2
,

which is in contradiction to the compactness of T .
So let y 2 V , then Sky 2 R

k

= R
k+1

) Sky = Sk+1x ) Sk(y � Sx) = 0

) y = Sx.

Thus S is surjective.
4. R = V ) N = {0} :
The sequence N

j

= S�j(0) = (Sj)�1(0) consists of closed subspaces

N1 ⇢ N2 ⇢ ...

Claim:

9k 2 N 8j � k : N
j

= N
k

.

It is clear that S(N
i

) ⇢ N
i�1. If the claim was wrong,

9 kx
m

k = 1 : dist(x
m

, N
m�1) � 1

2
.

Let m > n then, analogously to step 3, we obtain a contradiction, since

Tx
m

� Tx
n

= x
m

+ (�x
n

� Sx
m

+ Sx
n

).

R = V ) 8k : R(Sk) = V

) 8y 2 N
k

: y = Skx ) 0 = Sky = S2kx

) x 2 N2k = N
k

) y = 0

) N
k

= {0} ) N = {0}.

4.2.4 Theorem. A compact linear operator T of a Banach space into itself
has at most countably many eigenvalues clustering at no value except possibly
at 0. Each eigenvalue � 6= 0 has finite multiplicity.

Proof. Let �
n

be a sequence of eigenvalues and x
n

a corresponding sequence
of linearly independent eigenvectors. Suppose �

n

! � 6= 0.

S
�n := �

n

� T = �
n

(I � ��1
n

T )

and
M

n

:= hx1, ..., xni ⇢ M
n+1.
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By the Riesz lemma

9y
n

2 M
n

: ky
n

k = 1 ^ dist(y
n

,M
n�1) � 1

2
.

Let n > m and consider

��1
n

Ty
n

� ��1
m

Ty
m

= y
n

+ (�y
m

� ��1
n

S
�nyn + ��1

m

S
�mym) ⌘ y

n

� y.

We want to show, that y 2 M
n�1. Except for S

�nyn this is obvious.

y
n

= �ix
i

) S
�nyn = �

n

�ix
i

� �i�
i

x
i

2 M
n�1.

) k��1
n

Ty
n

� ��1
m

Ty
m

k � 1

2
,

which is a contradiction with the compactness of T and �
n

! � 6= 0.

4.2.5 Lemma. Let T 2 L(H), H be a Hilbert space. Then

T compact , T ⇤ compact.

Proof. Since T ⇤⇤ = T , it su�ce to prove the ’only if’ part. So let kx
n

k  c.

kT ⇤x
n

� T ⇤x
m

k2 = hT ⇤(x
n

� x
m

), T ⇤(x
n

� x
m

)i
= hx

n

� x
m

, TT ⇤(x
n

� x
m

)i
 ckTT ⇤(x

n

� x
m

)k ! 0

for a subsequence, since TT ⇤ is compact.

4.2.6 Lemma. Let E,F be Banach spaces and T 2 K(E,F ). Then

T ⇤ : F ⇤ ! E⇤

is also compact.

Proof. Let y⇤
n

2 F ⇤ be bounded.

kT ⇤y⇤
n

k = sup
kxk1

|hT ⇤y⇤
n

, xi| = sup
kxk1

|hy⇤
n

, Txi|

 sup
x2T (B1(0))

|hy⇤
n

, xi| = ky⇤
n

k1,T (B1(0))
.

ky⇤
n

k  c

implies, that (y⇤
n

) is equicontinuous on T (B1(0)), as well as bounded. Arzela-
Ascoli guarantees a subsequence, such that

ky⇤
n

� y⇤
m

k1,T (B1(0))
! 0, n,m ! 1.

By the inequality above we obtain compactness.
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4.2.7 Lemma. Let T 2 L(H), then R(T ) = N(T ⇤)?.

Proof. (i) Since N(T ⇤)? is closed, it su�ces to show

R(T ) ⇢ N(T ⇤)?.

So let y 2 R(T ), z 2 N(T ⇤) and y = Tx.

) hy, zi = hTx, zi = hx, T ⇤zi = 0.

(ii) N(T ⇤)? ⇢ R(T ) , R(T )
? ⇢ N(T ⇤). So let y ? R(T ).

) 8x 2 H : 0 = hy, Txi.

) 8x 2 H : 0 = hT ⇤y, xi
) T ⇤y = 0 ) y 2 N(T ⇤).

4.2.8 Remark. Let A 2 L(H) be compact. From the proof of the Fredholm
alternative we obtain

R(I �A) closed.

) H = R(I �A)�? N(I �A⇤) = R(I �A⇤)�? N(I �A).

4.2.9 Theorem. Let A 2 L(H) be compact. then the equation

y = (I �A)x, y 2 H

is solvable if and only if y ? N(I �A⇤).

Proof. Follows at once from the previous remark.

4.2.10 Corollary. Let A 2 L(H) be compact. Then

N(I �A) = {0} , N(I �A⇤) = {0}.

Proof. Follows from the Fredholm alternative.

4.2.11 Theorem. Let ⌦ b Rn, @⌦ 2 C2,↵, 0 < ↵ < 1. Let

L = �aijD
i

D
j

+ biD
i

+ c

be elliptic with coe�cients in C0,↵(⌦̄), i.e.

L : C2,↵
0 (⌦̄) ! C0,↵(⌦̄).

Then
L injective , L surjective.
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Proof. Choose � > 0, such that c+ � > 0 and define

L
�

:= L+ �.

Then L
�

is a homeomorphism and

L�1
�

: C0,↵(⌦̄) ! C2,↵
0 (⌦̄)

compact�����! C0,↵(⌦̄).

�L�1
�

is also compact. Thus

I � �L�1
�

: C0,↵(⌦̄) ! C0,↵(⌦̄)

is surjective if and only if it is injective. There holds

L = L
�

(I � �L�1
�

) ) N(L) = N(I � �L�1
�

)

and L is surjective if and only if I � �L�1
�

is.

4.2.12 Definition. (i) Let E,F be Banach spaces, A 2 L(E,F ). We define
the cokernel of A, coker(A), as the algebraic complement of R(A), i.e.

F = R(A)�
a

coker(A).

(ii) A 2 L(E,F ) is called Fredholm operator, if

R(A) is closed

and
dim(N(A)), dim(coker(A)) < 1.

(iii) Let A be Fredholm, then the index of A is defined by

ind(A) := dim(N(A))� dim(coker(A)).

4.2.13 Proposition. Let A : E ! F be Fredholm, K 2 L(E,F ) compact.
Then

A+K is Fredholm ^ ind(A+K) = ind(A)

We do not prove this theorem here.

4.2.14 Theorem. Let ⌦ b Rn, @⌦ 2 C2,↵, 0 < ↵ < 1 and

L = �aijD
i

D
j

+ biD
i

+ c

be elliptic with coe�cients in C0,↵(⌦̄), then

L : C2,↵
0 (⌦̄) ! C0,↵(⌦̄)

is Fredholm with index 0.
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Proof. Let � > 0 with c+ � > 0 and

L
�

:= L+ �j,

where
j : C2,↵

0 (⌦̄)
compact�����! C0,↵(⌦̄).

L
�

is a homeomorphism, which is why L
�

is Fredholm with index 0. Thus
this also holds for L.
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